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There was no shortage of unprecedented events as we were writing 
this book. Oil and food prices rocketed and then fell back to Earth; 
there was a devastating earthquake in Haiti; banks failed; and a new 
fl u virus sparked a worldwide pandemic alert. None of these develop-
ments was predicted a year in advance—or at least, not loudly enough 
to be heard. For all our technological and forecasting skills, we proved 
unable to take appropriate measures in advance.

Technology has been helping us satisfy our material needs since pre-
historic times. We learned how to till the soil, how to communicate with 
one another, and how to stay healthy. Almost everyone in the Western 
world now has enough to eat, a roof over their heads, and clean water. A 
great many basic needs have therefore been met—so much so that some 
observers now claim that the need for further technological advances 
is diminishing. Recent events argue against such a view. Humanity is 
increasingly confronted with crises that, for the fi rst time in our history, 
are global in scope. The food shortages we saw in 2007 occurred simulta-
neously in Asia, Africa, and South America; the recession that took hold 
in 2008 did so simultaneously worldwide; and when the fl u pandemic 
broke out in 2009, germs were able to cross between continents in a 
matter of days. Climate change and oil depletion, meanwhile, are no less 
global challenges that we will face in the decades ahead. The globalization 
of disaster is itself rooted in our technology. Generations of engineers 
have steadily woven an international web of industries, communications, 
and markets that has resulted in planetary interdependence. These global 
networks are now so tightly knit that we share a common fate. We will 
now survive together or quite possibly perish together.

The authors of this book are concerned about the new scale on 
which many of these pressing problems are now manifesting them-
selves. Because technology has been a key factor in triggering these 
issues in the fi rst place, we believe it should also be part of solving 
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them and of preventing similar problems from arising in the future. 
The scale of the challenges is different from anything that we humans 
have so far experienced, and so the solutions need to be different, 
too—even in the case of problems we thought we had already beaten. 
We might know how to cure a virus infection, for instance, but cur-
ing billions of people simultaneously is a very different challenge and 
one that will require new technology.

We clearly couldn’t cover every fi eld of technology ourselves, so we 
talked to numerous scientifi c and technological experts and visionaries 
about how they’d like the world to be in 20 years. We asked them to 
explore the kind of research that will be necessary in the years ahead 
and to put it in its broader context. Do we have the means to infl uence 
the course of history? What breakthroughs will be needed to make the 
world a better place? Despite their very different areas of research, the 
experts presented ideas that displayed a number of important paral-
lels. They showed us that many processes have become interrelated 
and that global networks of all kinds are now intertwined. This means 
that a disturbance in, say, the Internet now has the potential to dis-
rupt the global fi nancial system. Science and technology are closely 
implicated in the growing complexity of key issues—something that 
complicates our view of both the problems and their solutions.

In the course of our discussions with the experts, we gradually 
realized, therefore, that the relevance of networks and complexity is 
much wider than we thought, providing us with a new way of viewing 
problems and solutions. Although this has yet to be fully appreciated 
in many branches of science, interest in the approach we describe here 
is defi nitely increasing. It also presents us with new tools with which 
to face the future. Complex processes lack regularity and predictabil-
ity, so we certainly can’t predict the future. Nevertheless, complexity 
science has a great deal to teach us about breakthroughs, changes, and 
patterns of infl uence. Research into complex dynamical systems has 
grown into a new science since the late 1980s. It is now common in 
physics, chemistry, and mathematics and is gradually fi nding its way 
into other disciplines as well. Fresh understanding of the regularities 
underlying complex systems offers us a new perspective on sustain-
ability, stability, and crisis-prevention methods—a new way of look-
ing forward that can help us identify key issues for 2030.

The 20-year horizon was chosen carefully. For many scientists, 
2030 doesn’t feel like the distant future. We don’t have to fantasize 
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about the solutions that might be available, as many of the technolo-
gies we will be using around that date are a logical extension of what 
we’re already seeing in our labs today. Two decades is “doable” as 
a period for scientists to envision. Technical developments are often 
long in the making, and a lot of the ideas being developed today will 
need that kind of timescale to become reality. So you won’t fi nd any 
science fi ction stories in this book about jetpacks or robots taking over 
the world. Maybe those things will happen one day, but probably not 
in the next 20 years.

On the other hand, two decades is far enough ahead to take us 
beyond our immediate needs. This book is not about incremental 
improvements to existing technologies or the next generation of 
microchips. It does not offer projections of the population 20 years 
from now, how many cars we’ll own, or how many hospital beds we’ll 
need. We’re not interested in statistics or in developing scenarios but 
in the major bottlenecks our society will have to deal with, and we 
don’t need detailed numbers to demonstrate what those are. It was for 
all of these reasons, then, that we asked the experts featured in this 
book to focus on the key issues of 2030.

As technologists, we feel a special responsibility for providing the 
means to work toward solutions. Technology has been a major contribu-
tor to many of the problems we discuss here, so it is also our duty to help 
solve them. Like so many of our colleagues, we have placed a great deal 
of our creativity at the service of industry. This is important, but it does 
not suffi ciently solve the major problems humanity now faces. There are 
many themes that should urgently be addressed by anyone who wishes 
to make the world a better place. And that defi nitely includes technolo-
gists like us. In this book, we show that technology has the power to make 
a genuine difference. We need a variety of technological breakthroughs 
to help secure our future. At the same time, we should carefully monitor 
the relationship between the different disciplines. Ideally, this book will 
make its own modest contribution to the research agenda by inspiring 
engineers and others in their efforts to protect and improve our planet.

This international publication grew out of a survey of future devel-
opments we produced to mark the fi ftieth anniversary of Eindhoven 
University of Technology in the Netherlands.1 The encouraging 
response we received from our fellow engineers in the Netherlands 
and outside and the global nature of the issues now confronting our 
planet encouraged us to expand our study on a more global scale.
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CONCERNS

When we asked our colleagues to list what they consider the most 
pressing problems facing our planet today, they came back with a wide 
range of concerns, including atmospheric pollution, climate change, 
intensifying security threats, and the need to secure an adequate 
food supply for all the world’s people. Given that we concentrate in 
this book on the most crucial of these issues, it is dispiriting that we 
should still have to begin with the most basic of human needs. In the 
early twenty-fi rst century, a lack of food, water, and shelter contin-
ues to rob tens of millions of people of their lives every year. More 
than half of all the world’s deaths are attributable to malnutrition.1

More people die of hunger every year than perished in the whole of 
World War II. What makes this problem especially distressing is that 
we know it isn’t necessary. That’s why we give particular prominence 
in this book to the question of what we should do about it.

Once the basic necessities have been taken care of, the next big-
gest killers are cancer and infectious diseases. And as we grow older, 
we become increasingly concerned about our reliance on caregivers 
and the decline in our cognition. Breakthroughs in these fi elds would 
enable us to live longer and happier. So that’s the second category of 
challenges we discuss in this book. The continued existence of the 
human race is not, of course, guaranteed. The rapid pace of change on 
our planet requires us to adapt signifi cantly and quickly. We discuss 
the issues arising from that recognition in a separate part of the book 
devoted to the sustainability of our Earth. The stability of our society 
isn’t guaranteed either. Financial crises, explosive urban growth, and 
armed confl ict all have a detrimental effect on our well-being, making 
this the fourth category of the problems we consider.

In our view, the most important issues human beings need to work 
on are: malnutrition, drought, cancer, infectious diseases, care of the 
elderly, cognitive deterioration, climate change, depletion of natural 
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resources, natural disasters, educational deprivation, habitable  cities, 
fi nancial instability, war and terrorism, and the infringement on 
 personal integrity.

These problems are closely interrelated at a deeper level, as we 
describe in this book. We do not, therefore, attempt to rank them. 
Anyone working to solve the issue of climate change is helping to 
combat poverty as well. The intertwining of these problems also 
means that we can develop a common set of tools—the subject of a 
central chapter in this book. Understanding of communication tech-
niques, computers, and logistics can be helpful on many different 
fronts.

We are by no means the only people concerned about the future. 
In 2004, Danish environmental activist Bjørn Lomborg organized a 
conference in Copenhagen to discuss the major issues currently fac-
ing the global community.2 It closely resembled what we are trying 
to describe here. Lomborg, who has come under intense fi re from 
environmentalists and mainstream scientists alike, was keen to draw 
up an accurate balance sheet of the current state of the planet. The 
experts who took part produced a list of the most important chal-
lenges, the top ten of which were labeled the “Copenhagen Consen-
sus.” Much like our own list, it includes climate change, infectious 
diseases, armed confl ict, education, fi nancial instability, government 
and corruption, malnutrition and starvation, population and migra-
tion, hygiene and water, subsidies, and trade barriers. The outgo-
ing president of the American Association for the Advancement of 
Science (AAAS), meanwhile, presented another list in 2007,3 which 
again refl ects the UN’s Millennium Development Goals.4 There is a 
broad consensus, then, regarding the principal challenges we face.

For all our technical advances, the list of crucial issues facing 
humanity has barely changed over the past century. British science-
fi ction writer H. G. Wells was one of the fi rst to publish futurological, 
nonfi ction essays around 1900.5 Wells was convinced that the twen-
tieth century would pose enormous threats to the human race. The 
nineteenth century, he argued, had unleashed an unstoppable wave 
of progress that would radically disrupt people’s lives, generate social 
unrest, and trigger wars. Wells believed that new means of trans-
portation in particular would change the face of the planet. The vic-
tory of roads over railways would devastate cities, and those same 
cities—having themselves been shaped by the railway—would now 
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proliferate across the countryside and generate an endless sprawl of 
suburban settlements. Wells predicted that military engineers would 
design some kind of “land battleship,” and “very probably before 
1950, a successful aeroplane will have soared and come home safe 
and sound.” He foresaw terrible aerial battles but also the kind of 
changes that would likely take place in the household. Working in 
the kitchen, he wrote, would cease to be a full-time occupation. He 
arguably predicted globalization, too, raising issues that overlap with 
those we discuss here.

The themes raised by Wells were reiterated throughout the twen-
tieth century, often using different terminology that refl ected the 
anxieties of the day. We are convinced that there is nothing inher-
ent in human nature that prevents us from solving these problems. 
To do so, however, we fi rst need to understand the mechanisms that 
perpetuate them. Only then might we hope to work toward a success-
ful remedy. We believe that solutions are needed that can be applied 
and broadly supported at a global level. It no longer makes sense to 
combat disease on a local scale. More disciplined use of antibiotics in 
the human population is pointless, for instance, if the same discipline 
is lacking in the treatment of animals. In the next chapter, we explore 
the common mechanisms that underlie many of the issues we face 
today.



It might seem a little foolish to attempt to predict the future, espe-
cially when you consider how often earlier predictions failed. For 
instance, the imminent depletion of our main fossil fuel reserves has 
often been proclaimed. Back in 1865 Stanley Jevons predicted that 
Britain’s coal reserves would run out within a few years. The U.S. 
government calculated in 1914 that there was enough oil left in the 
ground for just one more decade; subsequent forecasts in 1939 and 
again in 1951 predicted that the oil would be gone within 13 years. 
In the 1960s, optimism about the advent of nuclear energy was so 
high that it was actually argued that the available gas and oil should 
be consumed as quickly as possible because the advent of virtually 
cost-free nuclear energy would soon render them worthless. In 1972, 
the Club of Rome was forecasting that we had only enough oil for 
another 20 years.1 Peak oil—the moment at which consumption 
reaches its historic plateau—was called during the 2008 surge in oil 
prices, only for the prophets of doom to clam up when prices began 
to fall again. Nowadays, if you ask different energy experts how long 
our oil reserves will last, their projections will vary by a factor of at 
least three, and some will simply reply, “forever.”

There are many more examples we could add. Predictions for 
future events fail time and again. The reason should be obvious when 
you consider major developments in our past. Small haphazard events 
can change the course of history. One spark of genius by a German 
mechanic changed the world of transport forever. A single decision by 
an Arab sheikh could bring our oil-based economy to its knees. Or a 
new battery technology could change our approach to transportation 
forever. Turning points like these can’t be foreseen. They depend on 
one person’s thought processes or on a stroke of experimental luck 
by a group of scientists. History can only be recounted in hindsight. 
That means futurologists have their work cut out for them: They can 
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merely extrapolate from trends that are already visible. Sometimes, 
they hedge their bets by presenting several different scenarios that 
vary according to the precise economic and social circumstances. This 
is a very useful approach in preparing for short-term, gradual changes 
and for learning to think out of the box.

But often, the scenarios are so divergent that they offer no tool for 
longer-term planning. The problem is that those scenarios don’t pres-
ent really new information, as it is an extrapolation from a known 
situation. Gradual extrapolations miss sudden changes. Stability can 
be fragile and misleading. Another problem is that those scenarios 
only give numbers and statistics; they’re about phenomena rather 
than forces that drive them. Scenarios often extrapolate only certain 
aspects of societal development, leaving other aspects unchanged. 
Especially, future scenarios often use a “current level of technology,” 
thereby missing the drive of engineers to solve really pressing prob-
lems. Or worse, they assume that there is nothing left to be discov-
ered (such as in many peak oil predictions). Useful as those methods 
may be for strategic thinking, they don’t give us an understanding, 
and they are sure to miss important turning points in our future.

For setting an agenda for action, a new approach is being devel-
oped to supplement the toolboxes of futurists. In the past decade, 
physicists, chemists, biologists, and sociologists have worked side 
by side to unravel the patterns underlying complex phenomena like 
earthquakes, biological evolution, and ethnic violence. They have laid 
the foundations of the new science of collective phenomena in society 
and the natural environment. And frequently to their own surprise, 
they have identifi ed regularities that help predict change and stabil-
ity. There is a greater amount of order beneath the seemingly hap-
hazard facts of history than we often think. This research has given 
us the tools to identify turning points and also inspired policies with 
the potential to steer us away from catastrophe.

THE NEW SCIENCE OF COLLECTIVE PHENOMENA

To understand this fresh approach, it is important to realize how the 
new science differs from the methods scientists have used tradition-
ally. When Galileo Galilei supposedly dropped balls of varying size 
from the Leaning Tower of Pisa, he noted that they all fell at the 
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same rate. Or rather they didn’t because air resistance interferes with 
the process. Nevertheless Galileo carefully designed experiments 
that rendered the infl uence of the surrounding air negligible, leav-
ing him with only the gravitational force. After so many years, it’s 
not at all clear which experiments Galileo really did, but the story is 
recounted over and again because it symbolizes the way science has 
since worked. Concentrating on a single aspect of reality in this way 
often proved to be a very powerful technique.

Scientists have continued to focus on isolated phenomena like this 
for centuries. Regularity is most obvious when we study a process 
that has been separated from its surroundings, enabling us to concen-
trate entirely on a cause and its effect. This reductionist approach has 
enabled scientists to identify the primary laws of nature. The time it 
takes a pendulum to swing is, at fi rst sight, directly proportional to 
the square root of its length. Similar relations exist for Ohm’s law of 
electrical resistance and Newton’s law as applied to the force acting on 
an apple. Or to phrase it the way mathematicians do when discussing 
proportionality: All primary laws have “strong linear terms.”

Reductionist science has proved extremely successful. It has 
helped us understand, predict, and control nature. We can accurately 
forecast solar eclipses, for instance, well into the third millennium, in 
what is a formidable triumph of science over primitive speculation.2

Reductionism has also been a powerful force beyond the realm of 
physics. Biologists derived simple laws for genetics by studying traits 
in isolation. And by the late eighteenth century, Adam Smith drew 
inspiration from the reductionist approach of contemporary physi-
cists to formulate his fundamental economic laws. Many people at 
the time were surprised to discover that social phenomena like com-
merce could be described in terms of rules similar to those used in 
physics. Yet every trader shares the motivation of maximizing his 
or her profi ts, and it is that universality which creates the scope for 
mathematical abstractions.

In practice, the universal laws of reductionist science are mostly 
an oversimplifi cation. Many phenomena don’t occur in isolation. All 
manner of processes are frequently at work simultaneously, any of 
which can neutralize or intensify one another. As a result, there is 
no simple relationship in many cases between cause and effect. In 
mathematical terms, the descriptions of these processes often feature 
strong nonlinear terms. In 1961, American meteorologist Edward 
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Lorenz was surprised by the strange weather predictions generated 
by his computer. He discovered that a slight change in the starting 
conditions of his calculations could lead to a totally different forecast. 
Even rounding off his numbers in a different way was enough to pro-
duce a remarkable shift. Lorenz realized that this was not an artifact 
of his calculations but that the same occurs in real life—hence, his 
famous comment that the fl ap of a butterfl y’s wings has the potential 
to alter the course of the weather. Thus, minor perturbations can have 
a large effect in complex systems. Lorenz postulated that this makes 
the weather unforecastable more than a week in advance; its sensitiv-
ity to small changes renders the atmosphere “chaotic,” as it would 
later be termed.3

The “butterfl y effect” and “chaos theory” attracted a great deal of 
attention in both the scientifi c community and the media. The notion 
that the world around us seems to be developing at random evidently 
holds considerable appeal. Chaos theory was not, however, the end of 
the story. On the contrary, it merely marked the beginning of a scien-
tifi c quest to trace regularity in unpredictable situations. It was found, 
for example, that most chaotic systems don’t evolve completely at 
random. In many cases, they develop to a point at which some kind 
of stability is achieved. There may be more than one stable outcome, 
and evolution toward it may be entirely unpredictable, yet there is 
defi nitely order beneath the chaos. A simple example is the traffi c 
on an expressway. When the number of vehicles is high, one of two 
possible situations will arise: Either everyone keeps moving at high 
speed, or a traffi c jam will form. The line dividing the two is very thin. 
A small difference can cause a system to fl ip from one stable state 
into another. Traffi c is liable to grind to a halt for no apparent reason. 
What’s more, fl uctuations often begin to appear as the critical bound-
ary is approached, with the result that cars alternate between moving 
and stopping. Identifying those different end states (or “attractors”) 
is one of the great achievements of chaos theory. Studying the divid-
ing line between them could offer clues as to how we might push 
the situation in the right direction. Better expressway lighting, for 
instance, allows drivers to travel at higher speeds and respond to one 
another in a more controlled way. That means in turn that the traffi c 
will be less likely to stop. In other words, the dividing line between 
the two attractors can be shifted. The example of expressway traf-
fi c may seem a little trivial, but many similar situations exist. The 
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 atmosphere above India, for instance, appears to have two states: 
monsoon and drought. Understanding the transition between the two 
could help improve agriculture in the region.

In the wake of Lorenz’s groundbreaking results, a great many 
talented scientists set to work patiently unraveling patterns in com-
plex dynamical systems. In the late 1980s, Danish physicist Per Bak 
began to study sudden transitions in complex systems—an area in 
which physics provides ample inspiration. Bak had used new insight 
from physics on how insulators can abruptly become conductors and 
observed how undercooled water can suddenly freeze. He then started 
to extend those same notions beyond the boundaries of physics. Bak 
confesses to a thick skin, which he believes was very helpful as he 
began to stick his nose into other people’s disciplines. Exploring these 
new paths, he noticed that not every complex system moves toward 
stability. Some apparently evolve toward ever increasing instability
instead. Tensions gradually build up in the earth’s crust, generating 
greater and greater instability until a point is reached where they 
suddenly release their energy in an earthquake. Similar processes are 
at work in bodies of snow that progressively increase their mass until 
fi nally sliding down a mountainside as an avalanche. Other examples 
include forest fi res and even mass extinctions of species.

These cataclysmic events are often repetitive. After an earth-
quake has occurred, the tension starts building all over again, and 
the cycle repeats. As long as the underlying forces remain, the 
earth’s crust will move toward fresh instability and a new criti-
cal situation—something Per Bak terms “self-organized critical-
ity.” The next earthquake is certain to come; the only questions 
are when and how powerfully it will strike. If the tension is suf-
fi ciently high, a small random movement in the crust can trig-
ger an earthquake. The details of each catastrophe might differ, 
but the forces at work are the same. Bak has studied the statistics 
of repetitive catastrophes. It was already known that the mag-
nitude of successive earthquakes displays an odd regularity. An 
earthquake measuring eight on the Richter scale is quite rare. A 
magnitude seven quake, by contrast, is ten times more likely over 
any given period. Similarly, there will be around 100 tremors of 
magnitude six, 1,000 of magnitude fi ve, and so on. This regularity 
is displayed over a very long period and also applies to different 
regions.4 The proportion of smaller earthquakes to larger ones is 
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therefore fi xed, representing a “scaling law” or “power law” as 
mathematicians often call it. Scaling laws can be found where 
there may be a buildup of tension to a very high degree. They are 
characteristic of epidemics, wars, and even the growth of cities, 
stock market crashes, and famines, as we will see throughout this 
book.5 Whenever we discover a scaling law, it’s an indication that 
we need to study the underlying forces driving a situation out of 
equilibrium. A better understanding of those forces might help us 
interrupt the cycle of recurrent breakdowns and maybe prevent 
the next catastrophe.

Around the turn of the millennium, young scientist Albert-László 
Barabási pioneered a different approach to studying the criticality of 
complex systems.6 Born an ethnic Hungarian in communist Roma-
nia, he began to study chaos theory just as Nicolae Ceauşescu was 
fi ghting to maintain his grip on power. Barabási realized that many 
complex situations can be interpreted as networks. Examples include 
the way a virus spreads through a web of relationships and the nature 
of an ecosystem as a network of predators and prey. This wasn’t a 
new insight, but scientists had hitherto always used static networks 
to describe situations of this kind. What was new about Barabási’s 
approach was his focus on how these networks change.7 He discov-
ered that the way they evolve reveals certain general patterns. This 
is because many networks regroup themselves to reach greater effi -
ciency. It is often an advantage to connect to an already privileged 
link. This is why rich nodes in a network become richer. Commercial 
networks, say, tend to evolve until a number of privileged traders 
have taken possession of the pivotal points. Barabási also found that 
the distribution of wealth evolves until it comes to resemble a scaling 
law. A similar pattern of evolution turns out to be very common in 
different kinds of networks. The Internet, for instance, is governed 
by only a few multiconnected hubs, and the regulatory mechanisms 
of living cells have a few proteins that keep an entire range of pro-
cesses in balance. Key connections like this are crucial to stability; if 
you take them away, the network fragments. The extinction of a few 
pivotal species could therefore cause a given ecosystem to collapse, 
while the survival of thousands of other species proves irrelevant. 
This knowledge could provide important clues in terms of conserving 
nature and in many other instances where networks feature a num-
ber of critical connections.
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FUTURE PATTERNS

These are just a few of the fresh insights emerging from the new 
science of complex dynamical systems. The mathematics of complex 
problems has been further refi ned over the past decade with a wide 
range of new methods that enables us to pinpoint regularities. One of 
the important catalysts in the past decade was the Santa Fe Institute 
(U.S.A.) that created a research community for complexity themes 
that arise in natural, artifi cial, and social systems. Complexity has 
become a science in itself, and its methods are now fi rmly incorpo-
rated in the natural sciences and numerous fi elds of technology. They 
are used routinely when designing power, computer, and telecommu-
nication networks and in advanced aircraft. At the same time, com-
plexity science is beginning to fi lter through into the social sciences 
as well in areas like fi nance, economics, medicine, epidemiology, mili-
tary confl ict, and urban development.

Aspects of complexity science were touched on frequently as we 
conducted the interviews with experts for this book. Science and 
technology are being held back by the growing complexity of cer-
tain key issues, and so the methods of complexity science will be 
indispensable to any analysis of the challenges that lie before us. The 
last decade saw many interesting new publications by scientists who 
tried to apply the insights in complex systems to future develop-
ments of our society. In the fi eld of climate research, for instance, it 
has become mainstream science to analyze future changes in terms 
of tipping points and transitions.8 An infl uential essay by Thomas 
Homer Dixon speaks about the “thermodynamics of empire,” which 
lead to tightly coupled socioeconomic and technological systems that 
may show sudden transitions.9 Some think tanks and futurists have 
specialized in this type of analysis.

Stability and transition feature centrally in all scientifi c thinking 
about complexity. That’s the fi rst place we have to look when evalu-
ating the common challenges facing us. Transitions can be repetitive 
as in the case of Per Bak’s self-organizing critical systems. Or they 
might entail a fl ip from one stable situation to another as we fi nd 
in a traffi c jam. A process leading inexorably toward critical change 
might be going on unseen and unremarked below the surface. To give 
another example, it took almost a century from the beginning of the 
Industrial Revolution for anyone to notice that the burning of  fossil 
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fuels was having an impact on our climate.10 Yet the signals were 
already there, making it vital that we learn to identify similar indica-
tors at an earlier stage. A better and earlier understanding of sudden 
breakdowns like this might help us prevent similar catastrophes or, if 
that isn’t possible, to delay such transitions. At least then we’d have 
the chance to prepare, making the change less painful than would 
otherwise be the case.

MODELING COMPLEXITY

Complexity science has benefi ted from advances in computer tech-
nology. Computers are ideal for mapping the simultaneous behav-
ior of a multitude of processes, thereby helping us identify the key 
patterns of complexity. Computer calculations can’t always lead to 
precise forecasts, however. Complexity scientists have learned the 
limitations of prediction from Edward Lorenz. Nonetheless, computer 
models can help us understand the underlying forces, interactions, 
and nonlinearities that together constitute the problem. Physicists 
can already calculate the collective behavior of a small crystal, tak-
ing account of each separate atom. They simultaneously track a few 
thousand atoms on their computers, which have a set of rules govern-
ing interactions among them. This enables scientists to calculate time 
step by time step how the collective is evolving. Together, the atoms 
constitute only a tiny crystal, yet the procedure gives us an accurate 
idea of how the properties of individual atoms can result in macro-
scopic phenomena. Similar calculations can be performed on interac-
tions among immune cells, citizens, or businesses. Applied to a city, 
the principle resembles that of the popular computer game SimCity. 
In this instance, however, the game is deadly serious. To discover the 
forces driving the growth of a city, the rules are varied and the out-
comes are compared with real-world situations, highlighting which 
forces are important and how they relate to one another.

As computing power increases, we can perform increasingly real-
istic “multiagent” or “Monte Carlo simulations,” as physicists call 
them. Although many complex systems remain that are beyond the 
capacity of even the largest supercomputers, these too can be modeled 
if you apply a few mathematical tricks. The approach in this case is to 
perform detailed calculations for the crucial elements while making 
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do with more coarse-grained techniques for more distant or slowly 
varying parts of the system. The challenge then is to “glue” the dif-
ferent levels of detail together. “Multiscale” strategies of this kind 
have been refi ned over the past decade in both physics and chemis-
try, where they link the microscopic scale of atoms with the macro-
scopic behavior of solids, fl uids, and gases. The multiscale approach is 
increasingly used for other complex systems as well. Networks are 
especially suited to this approach, consisting as they often do of a 
mixture of remote and neighboring links that can be treated differ-
ently in a multiscale model.

WHAT CAN TECHNOLOGY DO IN THE FACE 
OF A CRISIS?

In this book, we identify many sudden transitions that we’d like 
to avoid. Technology often features prominently in the crises we 
describe. Our use of technology caused the greenhouse effect and has 
ensured that fi nancial crises now occur on a truly global basis. As 
technology is part of the cause, it should also be part of the remedy, 
which is why it is important to focus on technology we can use to 
prevent catastrophes and to manage transitions. Technology might 
also help guide us away from certain critical transitions.

The fi rst thing technology can do to help is to improve the accu-
racy of our measurements. Even if we can’t predict the precise amount 
by which sea levels, say, will rise, we will at least know the direction 
in which we’re headed. It’s a matter of keeping your fi nger on the 
pulse, doing a lot of measurement, and using the results to check the 
outcomes suggested by computer models. A close-knit network of 
monitoring stations can tell us how ice sheets are changing and how 
rainforests are responding to climate change. Even earthquakes don’t 
occur out of the blue; as we will see, it’s important to monitor how 
pressure is building up by carefully measuring changes in the earth’s 
crust. We’ll then be able to trigger the alarm as soon as the ground 
starts to tremble.

Recent years have seen rapid progress in understanding early 
warning signals of critical transitions.11 Quite diverse systems appear 
to have common features when approaching a tipping point. For exam-
ple, systems may start oscillating between alternating states. This 
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can be observed in lakes before they shift to a turbid state. Another 
type of behavior is a so-called increase in autocorrelation of signals. 
This means that systems recover slower from a perturbation as they 
approach a transition. This can, for instance, been seen from climate 
records that date back 34 million years. At that time, the tropic era 
of our Earth drew to an end. Just before this so-called greenhouse-
icehouse transition, the atmospheric composition became more and 
more constant. A third type of behavior arises because systems are 
more susceptible to perturbations when they are close to a critical 
transition, which may give rise to an increase in variance. This may 
occur in brain signals before an epileptic seizure, when the electric 
signals from the brain show wild jumps.

In really complicated systems, it is not always clear what precisely 
we need to measure to pick up these early warnings. In every situa-
tion, you have to fi nd the right indicator. And it is important to have 
detailed measurement with high spatial and temporal resolution. To 
probe critical situations, it’s often useful to go to places where the pres-
sure is highest. When studying famine, for instance, you go to Africa. 
If you’re concerned about megacities, you go to India or Japan. Those 
are the places you’ll see parameters beginning to shift. Many such 
parameters that we encounter in this book are poorly monitored. We 
need to measure on a much shorter timescale and with much greater 
accuracy than we do at present. Accurate measurement enables you 
to respond in time—a notion that is self-evident in the world of tech-
nology. Modern fi ghter-bombers, for example, are utterly reliant on 
it; without their sensors and control systems, they would become so 
unstable they’d simply drop out of the sky. Much the same is true in 
many other fi elds. If the outbreak of a new contagious disease in an 
isolated village is detected quickly enough, it’s possible to prevent it 
from spreading. Rapid adjustment can restore stability.

In addition to more accurate measurement, we should try to use 
technology to delay transitions. One way of doing so is decoupling 
the global networks of interactions. These networks have become 
very tight, as we have seen, as a result of the human effort to increase 
effi ciency. So one solution would be to undo this effort. We then need 
to decrease effi ciency, diminish connectivity, and slow down speed. 
This is what Thomas Homer Dixon and others propose. This uncou-
pling is, as he remarks, diffi cult to attain because it also means giv-
ing up some of the gains that increased effi ciency have brought. We 
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would be paying the price of a regress to avoid global crises. This is 
certainly a correct observation in many areas. For example, it is diffi -
cult to see how fi nancial stability can be attained without adding extra 
friction (see chapter 5.5). But there is an increasing number of fi elds 
where new technology makes decentralization possible without a loss 
of effi ciency. Chemicals, for example, may be produced on a smaller 
scale than hitherto possible (chapter 2.5). In addition, communica-
tion networks and the distribution of electricity can be made effi cient 
without increased vulnerability (chapters 3.2 and 2.2). What counts is 
the structure of the networks and the nature of the coupling mecha-
nisms. More insight in complex systems may lead to new strategies 
to cope with the problem of globalized crises. That may give us the 
elbow room we need to keep on top of nonlinear dynamics.

Measures to uncouple global networks and postpone crises should 
preferably be based on existing proven technology. Bringing in untried 
technology risks creating new feedback mechanisms that we can’t 
entirely oversee and that could make matters worse. What’s more, it 
takes valuable time to establish a new technology, which further nar-
rows our window of opportunity for avoiding catastrophe. Existing 
technologies offer a much faster and safer route. A good example is 
the control of electricity networks. In Europe and the United States, 
these have grown so intertwined that the failure of one power plant 
can have a serious knock-on effect. A single interruption can easily 
trigger the breakdown of the entire infrastructure. To stabilize the 
electricity grid, interdependencies of this kind will need to be reduced. 
If every power plant were to limit its services to its own region, only 
surplus power would have to be transported elsewhere. Loosely 
coupled power plants like this wouldn’t threaten to bring each other 
down. Another possibility is to make the grid itself more fl exible by 
giving it the ability to reroute power. Rerouting is also being pursued 
as a strategy for telecommunication networks. In both cases, the solu-
tion involves established knowledge of distributed control.

All the same, it’s important to continue to develop our science and 
technology. Deploying existing technologies—although preferable 
in the fi rst instance for the reasons just stated—may prove insuf-
fi cient. We know, for example, that our fossil energy reserves will run 
out one day no matter how effi ciently we use them. They are simply 
a fi nite, nonreplenishable resource. At some point, a transition will 
inevitably occur to other energy technologies. We will have to come 
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up with something completely new; a paradigm shift will be needed so 
that we can establish a totally different energy infrastructure. It isn’t 
easy to identify which new technologies have the potential to force 
a breakthrough in critical areas like this. Different possibilities often 
need to be explored in parallel. In most cases, it’s perfectly possible 
to state the likely hurdles that need to be overcome. When consider-
ing hydrogen as an alternative fuel for transportation, for instance, 
we know we’ll fi rst have to solve the problem of how to store it. This 
book will seek to identify critical challenges of this kind.

We are also keen to stress throughout that this isn’t all just a mat-
ter of technology. Humans play a key role. In many cases, technology 
is readily available but is diffi cult to implement for societal reasons. 
Our society has its own collective dynamics, which may be hard to 
change. We are currently in a stable state of overconsumption of fos-
sil fuels, for instance: Cheap oil has made it prohibitive to work on 
alternative technologies, and so it will be diffi cult to move toward 
another stable state. For that reason, we will also focus on the societal 
acceptance of the technologies featured here.

Only a few experts that speak out in the remaining parts of this 
book are complexity scientists as such. Most scientists we will meet 
just hit complexity in their particular fi eld. They use a common lan-
guage with respect to transitions and stability. They also share a 
common concern of the problems of our time. The challenges that 
lie ahead are extremely serious. There are many themes that must 
be addressed as a matter of urgency by anyone desiring to make the 
world a more habitable place. It is clear, though, that the timely devel-
opment of alternatives will make any transition less abrupt and could 
therefore help guide us through what promises to be diffi cult times.
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The explosion in the world’s population appears to be slowing down. 
Fifty years ago, an average woman had between fi ve and six children. 
The global average now is just 2.6. In a mere two generations, there-
fore, the reproduction rate has sunk to slightly above the replacement 
level, which is currently 2.3. In half the world, people are having 
fewer children than needed to maintain the species. This includes 
countries like the United States, China, and Indonesia. In the Euro-
pean Union, Japan, and Russia, the population is shrinking for the 
fi rst time in human history for reasons other than war, disease, or 
other calamities. It is a matter instead of free will, with women’s edu-
cation and rising prosperity helping produce a remarkable slowdown. 
Worldwide, the number of births is no longer increasing, which gives 
reason for optimism. The human race is incredibly fl exible when it 
comes to procreation. Only in certain strongholds of Islam and Chris-
tianity—along with much of Africa—are birth rates still well above 
replacement level.1

The overall world population continues to grow, however, because 
lots of countries have relatively young demographic profi les. Life 
expectancy is rising in many places, too. Our species is currently 
growing by 75 million a year, which means we’ll need more food, 
water, and housing in the future. The real problem, however, is that 
wealth has been growing at a much faster rate than the population. 
Many nations are undergoing rapid economic development, which 
is in turn changing patterns of consumption. People have begun to 
eat more meat, use more dairy produce, and consume more energy. 
We now live in a world where more children are obese than are 
underfed. With demand exceeding supply, it is invariably the poor-
est who suffer. China and a number of Arab countries are already 
buying up huge areas of farmland in Africa to secure their own food 
supplies.

1.0

VITAL NETWORKS
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How can we reduce the amount of waste in wealthy regions while 
simultaneously securing food and water for those who have no choice 
in the matter? Can we cope with increasing prosperity? The amount 
of fresh water available per head of the world population is already 
just 25 percent of what it was in 1960. One in three people face water 
shortages.2 What’s more, no water also means no food. Unless the most 
deprived populations cease to be subjected to this intensifying stress, 
we are likely to see increased migration and more frequent confl ict. 
In all probability, the roots of the 1994 massacres in Rwanda were not 
racial but a matter of food shortages.3 We have been warned.

Technology enables us to do more with our planet’s fi nite supplies 
of water and farmland. This has been the case ever since Thomas Mal-
thus’s famous prophecy of demographic catastrophe. The potential 
for introducing new technologies has by no means been exhausted. 
In the past, however, the introduction of new technology often led to 
increased dependence. As farmers begin to use new cultivars, fertil-
izer, machinery, and irrigation, they become enmeshed in a network 
of suppliers that tightens and becomes more vulnerable to change as 
effi ciency increases. A highly productive farmer is far more suscep-
tible to an increase in the oil price or the appearance of a new pest. 
Thus, intensifying farming increases the risk of food crises—the real 
danger posed by our attempts to drive up food production. We saw 
this for the fi rst time on a global scale in 2007.

In the following chapters, two experts show how we can increase 
food production and improve the provision of water while preserving 
fl exibility and adaptivity. Frank Rijsberman, a water expert who now 
works at Google.org, explains how rural communities can use new 
communication techniques to make them less dependent on their 
water companies (chapter 1.1). Monty Jones, a plant breeder from 
Ghana and worldwide food ambassador, shows how the diversity of 
African agriculture can be a strength (chapter 1.2). The two experts 
also demonstrate how new ideas about fl exibility and adaptivity will 
enable us to prepare more effectively for climate change and, with 
luck, deal more effi ciently with political troubles. Their approach 
has the potential to meet basic food and water needs well into the 
future.

The examples in this part of the book focus on regions where 
shortages are felt most acutely. But improving the global food situa-
tion isn’t only about farming in faraway places. We can also achieve 
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a great deal by focusing on how we consume our food. Many people 
don’t need all the calories they take onboard each day. Westerners 
certainly eat too much and throw away too much, which is why alter-
ing our eating patterns will be another important way to make better 
use of agricultural output. The U.S. Department of Agriculture and 
the Food and Agriculture Organization (FAO) estimate that Ameri-
cans dump 30 to 40 percent of their food uneaten. Two-thirds of what 
Americans throw away consists of fruit, vegetables, milk, cereal prod-
ucts, and sugar. The corresponding fi gures are high for Europe, too.4

Food is wasted in shops, restaurants, and in people’s homes. Eating 
out is a major contributor in terms of discarded calories. In the United 
States, one meal in two is now eaten outside the home, with one in 
three consumed in the car. Prepared food is often highly perishable, 
making it more likely to be thrown out. The relative amount of pre-
pared food we consume is growing steadily and not just in America. 
An increasing proportion of the world’s population is living in cities, 
which means more and more people will rely on prepared food. In 
cities less people eat at home.

The challenge will be to keep the number of calories at a healthy 
level while ensuring that we waste much less. Reducing the perish-
ability of food might help in that respect. It could have a similar 
impact on the world’s food supply as improving irrigation or increas-
ing the fl exibility of production. Crucially, the problems we face in 
terms of food and water supply are mostly related to a wrong attitude 
rather than overpopulation.



1.1

WATER FOR LIFE

Over a billion people don’t have access to a safe water supply. And a 
third of the world’s population lacks basic sanitation with the result 
that more than 2 billion human beings are affl icted with infections 
that result in diarrhea and other diseases. Tens of millions of them 
die every year.1 Improving this state of affairs poses a massive chal-
lenge. Take sanitation: What if we could provide basic facilities for all 
those people over the next 20 years? You’d have to hook them up to 
the sewer system at the rate of half a million a day. We know how to 
install individual toilets and sewage pipes, but a project on that kind 
of scale is way beyond our capabilities. It would not only require new 
technology but a huge amount of money and political will, too. The 
challenges for providing all humanity with access to clean water are 
similarly gigantic.

It’s not a matter of scarcity. There is enough drinking water for 
everyone on Earth even as its population continues to grow. Accord-
ing to the United Nations, a human being needs 20 liters of drinking 
water a day to live healthily. Every year, 100,000 cubic kilometers of 
rain fall on the earth, which translates into 40,000 liters per person 
per day. That would be plenty even if you only manage to tap a tiny 
fraction. Suffi cient drinking water is available for all even in the dri-
est regions of the earth. The problem is one of quality: People don’t 
die of thirst; they die from drinking water that’s not safe.

The use of water for agriculture is another story. Roughly 70 per-
cent of the human use of fresh water is for farming. People rarely 
realize just how much water agriculture requires. It takes 1,000 liters 
to grow the wheat for a single kilogram of fl our, for instance. Other 
products soak up even larger amounts of water. A kilogram of cof-
fee needs 20,000 liters, and a liter of milk takes 3,000—mostly for 
the cattle feed and the grass consumed by the cow. And you need as 
much as 35,000 liters of water for every kilogram of grain-fed beef 
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you produce. Our current Western diet means we consume around 
6,000 liters of agricultural water a day—a substantial proportion of 
which goes into the cultivation of animal feed. The average Indian 
needs only 3,000 liters a day, primarily because of that country’s 
large number of vegetarians.

In principle, the huge amounts of rain that fall on the earth mean 
that even those numbers should be sustainable. The problem is that 
global rainfall is so uneven. A quarter of all continental rain falls on 
Canada, while other regions can go for a year without a single drop. 
And even when there is enough rainfall every year, much of it falls 
in the space of a few weeks during the monsoon season and then 
fl ows away again immediately. For agriculture, therefore, the water 
problem is more a question of regional shortages. Hence, there are 
two different water issues. The problem facing agriculture is how to 
store and share a scarce resource; for drinking water, it is a question 
of affordable access and sanitation.

SHORTFALL

The shortfall in agricultural water is already making itself felt. Accord-
ing to the United Nations, only a few small countries—Bahrain and 
Malta among them—suffered from a serious shortage of water in 
1950. Today, the list runs to twenty major countries, including Kenya 
and Algeria. Running into the limits of our water reserves will make 
it hard to cultivate more food. Water scarcity also entails severe 
environmental degradation. This can plainly be seen in India, where 
people have taken to pumping groundwater on a massive scale—a 
process encouraged by subsidized electricity and plentiful opportu-
nities to siphon off power illegally. A million new pumps are added 
every year, and a similar number of farmers are sinking new wells 
and fl ooding their fi elds once or twice a week. Two-thirds of Indian 
farmland is now irrigated using groundwater. This has enabled the 
country’s agricultural output to keep pace with its population growth, 
thereby avoiding a Malthusian catastrophe. However, even though 
water specialists tend to view groundwater as a renewable resource, 
it is currently extracted faster than it can be replenished. India is in 
a race to the bottom, pumping twice as much water as it receives in 
rainfall. In many places, the water table is falling by 10 meters a year. 
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People often have to drill hundreds of meters before they reach water, 
and well after well is running dry. Within a generation, it will all be 
gone. Groundwater is being depleted in other parts of the world, too: 
Problems are already occurring in Peru, Mexico, and even the United 
States.

Rivers are drying up as well. Lots of major rivers around the world 
no longer make it to the ocean. The Ebro in Spain, for instance, is 
famous for the rice paddies that thrive in its delta. However, farmers 
upstream now extract so much water for irrigation that the river is 
drying up, and the delta is salinizing. The Murray River in Australia 
has dried up because of overexploitation by cotton and rice farm-
ers, threatening Adelaide’s water supply. Some of the world’s biggest 

The water table is falling by as much as 10 meters a year in some countries. 
Rather than installing ever more powerful pumps, we should try to reduce 
waste of water. The average global effi ciency of irrigation is just 30 percent even 
though more than 90 percent effi ciency has already been achieved using bet-
ter technology. Source: Water in a changing world. United Nations World Water 
Development Report 3. United Nations World Water Assessment Programme 
(WWAP), 2009.
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 rivers, including the Yellow River and the Colorado, are no longer 
reaching the sea. Other rivers are also losing water.2

IMPROVING IRRIGATION

The shortage of water will be exacerbated as irrigation is applied to the 
cultivation of an ever-greater volume of crops. It will remain a key issue, 
therefore, in any technique designed to improve agricultural yields. A 
sixth of the world’s farmland is irrigated, and that land provides 40 
percent of all our food.3 Consequently, any further intensifi cation of 
farming inevitably means increased water consumption. “We have the 
technology to make the irrigation process a lot more effi cient,” says 
Frank Rijsberman, program director at Google.org—Google’s Moun-
tain View, California–based philanthropic arm. As a former director 
general of the International Water Management Institute—a leading 
research organization in Sri Lanka—Rijsberman’s experience with 
water issues goes back a long way. We talk via a transatlantic video 
link that cancels out the tens of thousands of kilometers separating us. 
It feels as though we’re sitting on the same red sofa beneath rows of 
Post-it notes stuck on the wall.

“Water management experts tend to think in terms of water 
supply. When demand increases, they try to engineer new water 
resources. But you can’t create new water. It circulates in a cycle. You 
can only divert a certain proportion of that cycle for human needs. 
So you have to focus on demand as well.” Increasing the effi ciency of 
water use can reduce demand. The average global effi ciency of irriga-
tion, for example, is about 30 percent. Israel, by contrast, can achieve 
90 percent effi ciency. There are much more effective methods than 
simply fl ooding fi elds, which allows most of the water to evaporate or 
drain out of the soil. Sprinklers are twice as effi cient, and drip irriga-
tion even more so. There is also room for improving the irrigation 
channels themselves: Irrigation systems often feature open channels, 
from which you get a lot of evaporation, causing the remaining water 
to silt up.

The challenge is to make irrigation technologies cheap enough for 
the poorer parts of the world. A simplifi ed drip irrigation technique 
has been successfully developed in India, initially for the cotton fi elds 
of Madhya Pradesh and Maharashtra. These use so-called Pepsee kits 
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that consist of perforated hoses placed in the soil to deliver water 
and, where appropriate, fertilizer. It’s a simple setup, but it doubles 
yields and halves water use. “There’s still plenty of leeway for reduc-
ing water consumption if you use technologies of this kind. It’s like 
energy conservation—you have to persuade people to do it. Informa-
tion exchange is crucial,” says Frank Rijsberman. More effective water 
management does indeed rely on the support of a local community. 
In India, rural communities traditionally formed around the manage-
ment of irrigation systems. Nowadays, however, many of those com-
munities have ceased to function properly, and their breakdown has 
adversely affected irrigation, too. Local initiatives have been launched 
in India to collect and store monsoon rain. Villagers are digging chan-
nels, reservoirs, and cisterns to prevent rainwater from draining away 
unused. Restoring old water collection systems will result in a more 
continuous water supply.

“But the potential for improvement is greater still,” Rijsberman 
thinks. “Irrigated farmland is usually watered 100 percent of the time. 
As soon as we’ve built an irrigation system, we start acting as if rain 
has ceased to exist. That’s certainly the easiest solution: You simply 
have to open the valves once. It’s what I was taught at university, too, 
when I was studying irrigation technology. Rain is unreliable as a 
water source, so it was deemed unwise to depend on it. But 60 percent 
of all rain is absorbed directly into the soil, where it can be used by 
plants. It’s silly to ignore that. There are many places where you only 
need a little supplementary irrigation, provided you do it at the right 
moment. But we don’t yet know how to control a variable system like 
that with suffi cient accuracy. Very little research has been done into 
this concept. For detailed control, you need fi ne-grained data about 
precipitation and fi ne-grained weather forecasting. At the moment, 
the weather data for many regions are notoriously poor. In Ethio-
pia, for example, there are 1,600 weather stations, only 16 of which 
release their measurements via the Internet. Most of them report on 
paper, which usually takes 2 months. By that time, the plants in the 
fi eld could be dead.”

To counter these problems, Google.org supports a project which—
together with UN Habitat and a number of other partners—seeks 
to collect more detailed information about weather, water, and sani-
tation. “Think of mobilizing people in remote villages to text or 
email their data,” Rijsberman explains. “That gives a parallel circuit 
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of  information exchange outside the offi cial government fi gures. 
The current goal is to get fi ne-grained statistics. But the concept can 
be expanded. Farmers who send weather observations, for instance, 
could receive advice in return. The resulting weather data could then 
be used for the detailed control of irrigation. You can also ask people 
to report cases of disease. We now have a cell-phone app called ‘An 
outbreak near you,’ which gives you the means to become part of 
a giant disease surveillance system and eventually nip an epidemic 
in the bud. It’s a completely new way of dealing with problems like 
that.” Not to mention a further example of the growing role and 
importance of communication networks. The impact of communica-
tion networks is in this case, like in many other examples, that users 
also become a network and share knowledge and ambition.

Another promising idea is to link irrigation with sewage. “Waste-
water contains valuable manure and other growth substances,” Rijs-
berman confi rms. “If farmers have to choose between freshwater and 
sewage water for irrigation, they often prefer the latter. And sewage 
water is always available, whereas irrigation systems are frequently 
interrupted. Farmers are even willing to pay for sewage water. That 
would solve a major problem because in many cases, nobody else can 
afford to pay for sanitation. So it can be a good idea to let farmers 
take care of it. They obviously have to take precautions when using 
sewage water. But in most cases, wearing boots is all it takes to protect 
them from infection. And their produce has to be safe to consume 
as well, of course. The problem is that all this has to be organized 
between different parties who wouldn’t normally be in contact with 
each other.”

COMMUNICATING VESSELS

It is clear from the latter example that the issues associated with the 
provision of drinking water, sanitation, and agricultural water are 
closely linked. These streams are communicating vessels—literally 
so, in many cases. Solving a sanitation problem can often help achieve 
a safe water supply, too, just as diverting too much water to agri-
culture can endanger the supply of drinking water to a city. That’s 
why it makes sense to organize improvements in the water supply 
on a small scale, within the capillaries of the network, as it were. At 
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neighborhood or farm scale, it is still obvious that the different water 
streams are interconnected.

“Water purifi cation has traditionally been viewed as a task of the 
government and one that could only be carried out at large plants. 
But that’s now changing,” Frank Rijsberman says. “There have been 
exciting breakthroughs in purifi cation technology, which means we 
now have membranes that can be operated on a small scale. That’s 
given rise to a new class of small water treatment devices. These fi lter 
water and often use UV light to kill germs. They can be really small, 
and you can order them through the Internet for a couple of thousand 
dollars. Small-scale purifi cation units like this are starting to appear in 
places that hitherto didn’t have clean water. A new industry is already 
growing up around them. Thousands of small shops have begun to 
produce and sell fi ltered water in poor parts of cities in the Philippines 
and Indonesia that have never been connected to water networks. It’s 
a lot better than sending out huge water tankers to places where an 
acute need has built up. By the time you’ve distributed that water, it’s 
often no longer reliable for drinking. These small-scale devices solve 
that problem. Membrane technology is progressing rapidly, so the 
price should come down further. I also expect nanotechnology to lead 
to even cheaper and more refi ned purifi cation devices. Small fl oating 
nanoparticles, for instance, have the capability to remove certain con-
taminants selectively. Nanotechnology could also tweak the fi lters so 
that they consume an order of magnitude less energy.” This recalls 
the pattern of development we are witnessing elsewhere in industry. 
Chemical plants, for instance, are evolving toward small distributed 
production units (see chapter 2.5).

“The water purifi cation devices are a further development of the 
technology for desalination that is now used routinely to produce 
drinking water in hotels and in cities like Singapore. They use similar 
membranes for reverse osmosis. Desalination is still too expensive 
for agricultural use, but when prices come down, the technique might 
become attractive to farmers, too, provided they combine it with the 
most effi cient irrigation techniques. That would be very exciting, as it 
would solve a key problem. Such an advance would liberate farming 
from its dependence on rain, river fl ows, and wells.” Tapping water 
from outside the fresh water cycle would create a much more reliable 
source.
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New crops could further reduce agriculture’s thirst for water. We 
will see in the next chapter how new varieties of rice can be bred 
that require less water and are more resistant to drought. Frank Rijs-
berman is convinced that we’ll see more developments of that kind. 
“New cultivars and new farming methods could drive down the water 
requirement per kilo of rice from 2,000 to 500 liters. Traditionally, 
plant breeders could not optimize for water consumption because it 
was too diffi cult. They bred varieties that optimize for a single trait, 
such as sensitivity to a specifi c pest. But drought resistance depends 
on lots of different traits which you have to optimize simultaneously. 
Biotechnology has now provided the means to identify the desired 
traits more accurately. We now know the entire rice genome, which 
means that more complex multitrait optimization is now feasible.”

A wide array of techniques is therefore available that could reduce 
the stress on water systems. They are urgently needed as climate 
change is likely to add to that stress. “Adapting to climate change 
is all about water,” Rijsberman says, “not because it’s going to get 
warmer but because climate change will bring more extreme events, 
such as droughts and fl oods. There will be much more variability. The 
good news is that we don’t need to develop new approaches; we can 
tackle those issues using the techniques I have just outlined. So it will 
be even more important to achieve a fi ne-grained understanding of 
the weather system,” he continues. “We will have to make better use 
of the cloud of people armed with cell phones and Internet to keep 
track of the changes. That will help us introduce improved agricul-
tural techniques, such as irrigation, and make better decisions with 
regard to crops.”

One way of overcoming irregularities in the water supply is to 
improve storage, Rijsberman points out. “Here in the United States, 
we have dams with reservoirs that together store 5,000 cubic meters of 
water per inhabitant. In Ethiopia, it’s less than 50 cubic meters. Even 
today, that’s not enough to guarantee a continuous water supply. We’re 
unlikely to solve the water supply problems in Africa without new 
dams.” The pros and cons of dam building are examined in chapter 2.3 
in the context of energy supply, which shows that dams don’t always 
yield a net environmental benefi t. All the same, Rijsberman thinks 
there are still environmentally sound opportunities for building new 
dams, especially in Africa.
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It’s the only point in our discussion where he proposes a large-
scale solution. As a child of the Appropriate Technology movement, 
he’s a fi rm believer in small–scale bottom-up approaches that are 
close to people’s actual needs and don’t require government interven-
tion. “But small-scale dam projects often run aground due to mis-
management and poor use of technology. Then shallow reservoirs can 
become sources of infectious diseases. Managing a dam isn’t easy, and 
there are advantages of scale. At the same time, large dams create 
a risk of corruption and abuse. To deal with that, good governance 
requires that you’ll have to open up the budgets, be transparent about 
contracting and pricing processes, and ensure that the water users 
themselves are closely involved in projects of this kind.”4

In many other areas of water management, decentralized technol-
ogy will improve the delivery of clean water and sanitation to poor 
communities. Although governments invest in large-scale programs 
such as dams, there is much to be gained through smarter consump-
tion and small-scale technology. We need the low-cost technologies 
that Rijsberman mentioned, such as off-the-shelf treatment plants, 
available over the Internet, capable of reaching remote areas and 
slums. In time, this will stop our rivers from drying up, salinizing, 
and becoming polluted. It could also allow water tables to rise again 
and diminish the number of disputes over water allocation. And most 
of all, it will hold out the prospect of a healthier life to hundreds of 
millions of poor people around the world, who currently lack access 
to clean water.



Can we feed the world? Although the rate of increase is falling, the 
world’s population continues to grow at an explosive rate, doubling 
since the early 1960s. Fortunately, the quantity of food has increased 
even faster. The average human being in 2010 has 25 percent more 
food than in 1960 despite the huge increase in population. Although 
that’s an average fi gure, the proportion of humanity that is under-
nourished has also fallen. Extending and intensifying has improved 
our fate. But we have reached a point where not much more nature 
can be converted into farmland without serious negative impacts on 
other vital environmental services such as water catchments, carbon 
sequestrations, and conservation of biodiversity. A quarter of the 
world’s ice-free surface is already used for farming. So how can we 
increase food production to feed the increasing number of people as 
well as improve the nutrition of the millions who are still malnour-
ished, especially in Africa?1

Pessimists regularly predict catastrophic food shortages. The 
specter of starvation can be traced back to the ideas of the Eng-
lish parson Thomas Malthus, who fretted about the population 
explosion he witnessed toward the end of the eighteenth century. 
A typical couple at the time had four children and sixteen grand-
children, which meant the population was growing exponentially. 
Malthus anxiously predicted a shortage of food, as he didn’t believe 
new farmland could be cleared fast enough to keep feeding all those 
extra mouths. Linear growth in the area under cultivation—and 
hence, the production of food—was the best that could be hoped 
for. Something would have to give, and Malthus was convinced that 
humanity would be stricken by genocidal war, plague, and other 
epidemics. Starvation on a massive scale would then restore the bal-
ance between population levels and food supply. Yet the catastrophe 
he predicted never came about.

1.2

FOOD FOR ALL



36  NEEDS

This progress is only partly attributable to opening new farmland. It 
has grown so little that this factor alone would never have been enough 
to go on feeding our growing population. If increasing the area under 
cultivation was the only way to raise food production, Malthus would 
have been proved right. Fortunately, improved agricultural techniques 
have substantially increased output from the existing land.

ADDING NITROGEN

The development of synthetic fertilizers was an important step. They 
add nitrogen, phosphorus, and potassium to farmland—a process that 
now occurs on a formidable scale worldwide. To produce fertilizers, 

The world’s population continues to grow rapidly. Fortunately, the food supply 
has expanded even faster in most parts of the world. Overall, there is more than 
enough for all of us. The fact that shortages exist is a question of politics, com-
munication, and knowledge transfer. All these factors are now so intertwined 
that any disruption to the food supply tends not to be a local matter anymore 
but to strike globally. Source: The state of food and agriculture, FAO. The dia-
gram is a combination of data from several of these yearly reports.
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humanity now extracts more nitrogen from the air than nature does. 
In doing so on such a huge scale, we have effectively seized control 
of the planet’s nitrogen cycle, which means that for the fi rst time in 
Earth’s history, we have become the dominant factor in the natural 
cycle of a basic element. Humans have been fi xing nitrogen faster 
than nature since 1980.

The process we use for nitrogen production is basically unchanged 
since its discovery in the early twentieth century. We still manu-
facture fertilizers at pressures between 150 and 250 atmospheres, 
a temperature between 300 and 550 degrees centigrade, and using 
a considerable amount of energy. Around 2 percent of the world’s 
total energy consumption currently goes into the production of fer-
tilizers. The nitrogenase enzyme, by contrast, can achieve the same 
result at ambient temperatures. There are several bacteria that use 
this enzyme, fi xing nitrogen in the soil in the process. Most of the 
nitrogen that is naturally present in soil comes from the Rhizobium
and Bradyrhizobium bacteria. It would be a huge advance if we could 
imitate them and learn how to produce our fertilizer under more 
favorable conditions.

Other technologies were equally important in avoiding a Mal-
thusian catastrophe. Irrigation has doubled or tripled agricultural 
production in many regions, and machinery has doubled it again in 
many more. Pesticides and improved cultivars have further boosted 
production, and genetically modifi ed (GM) varieties may continue 
the pattern. In many regions but not in all, these techniques have hit 
limits. Irrigation feels the scarcity of water and increased competition 
from industry and households. Pesticides have their limits, too.

It is equally important to note the changing pace of these succes-
sive revolutions in agriculture. Irrigation dates back almost to when 
human beings fi rst chose to settle and cultivate their crops. As late 
as the 1950s, however, a mere 3 percent of all cultivated land was 
irrigated compared to a fi gure nowadays of 20 percent. Machines like 
tractors and combined harvesters appeared in our fi elds slowly, allow-
ing productivity to be scaled up without a corresponding increase in 
labor, although even today there is farmland in the European Union 
that continues to be cultivated without the use of machinery. Syn-
thetic fertilizers, meanwhile, have been possible since the fi rst nitro-
gen plant was built in Germany in 1913. Their use didn’t take off, 
however, until the 1950s. Nowadays, though, the pace of innovation is 
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increasing. New cultivars were systematically introduced in the sec-
ond half of the last century, and the application of biosciences, includ-
ing genetic modifi cation, has only been possible since the 1980s.

THE INNOVATION CYCLE

Each new revolution is more rapid than the last, not least because it 
can build on the previous one. The increase in scale permitted by agri-
cultural machinery created a need for new pesticides, and improved 
cultivars often demand so much water and nutrients that they can’t 
grow without fertilizers and irrigation. The complexity and interde-
pendencies of the enabling organizations also rise with each succes-
sive revolution. An example is the development of irrigation. In the 
ancient Nile region and the Euphrates and Tigris basin, the high level 
of organization demanded for the control of water contributed to the 
rise of the fi rst regionally powerful states. Likewise, the introduction 
of synthetic fertilizers takes coordination on a global scale. Africa, for 
instance, produces less fertilizer than it imports. The international 
network is even tighter when it comes to the use of new cultivars. 
Seeds of hybrids that cannot be produced on smallholdings must be 
bought and often involve complex production contracts. And with 
GM crops, the network is tighter still.

Thus, each new technology increases the level of global interde-
pendence, and the advances in agricultural science have made the 
worldwide food network progressively denser. The resultant cou-
plings render the global food supply increasingly sensitive to fl uctua-
tions in prices and supplies of key inputs. When energy prices soared 
in 2007, the cost of fertilizer and transport rocketed with them, add-
ing to the cost of food production. Similarly, because of the inter-
linkages, farmers cannot ratchet up food production the moment 
an increase in demand is detected. It not only takes an entire grow-
ing season, but it also requires changes in the complex input supply 
systems. That means there is little fl exibility within the network to 
absorb fl uctuations, especially when there are limited food reserves. 
Hence, there was a sharp increase in worldwide food prices in 2007. 
The more integrated you are in the network, the more susceptible 
you are for such effects. African farmers cultivating rice and veg-
etables for their own families were probably shielded to some extent 
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from the turmoil engulfi ng worldwide food prices. But larger farmers 
weren’t. When it comes to increasing food production, it is important 
to bear these interdependencies in mind. Should we continue to inte-
grate global food production ever more tightly and with ever more 
complex  technology?

Each new technology has also tended to favor increases in the scale 
of production. That’s why agriculture steadily grew in scale through-
out the last century. Large processing plants have developed because 
they should be cheaper and more effi cient. A similar argument 
applied to farmers. But increased scale in farming makes it progres-
sively harder to adjust and to provide the detailed care and attention 
that a smallholder provides. The African tradition to combine differ-
ent crops on one fi eld offers food security in unpredictable seasons. 
This is not possible in large-scale systems that favor monocropping. 
If everyone around you is growing coffee, you can’t suddenly switch 
to sunfl owers to escape poverty. A hundred kilograms of sunfl ow-
ers aren’t going to keep a local factory running. Once a farmer gets 
locked into the system, it’s extremely diffi cult to do anything else. It 
can sometimes take a whole generation to switch to a different crop.

Moreover the belief in increasing scale is not always borne out 
by the statistics. Data produced by food manufacturer Unilever sug-
gest that small plants can be every bit as effi cient as large ones. The 
company could fi nd no link between scale and costs. In many cases, 
it is theoretically possible to produce more effi ciently if you increase 
your scale, but big installations have great diffi culty when it comes to 
optimizing their processes. A small plant can be adapted more quickly 
and can also eliminate by-products more easily.

THE ABUNDANCE OF AFRICA

Those were our considerations when we discussed the topic with 
Monty Jones, an agricultural scientist from Sierra Leone, who is now 
based in Ghana as executive director of the Forum for Agricultural 
Research in Africa (FARA). Time listed him in 2007 as one of the 
world’s hundred most infl uential people for his role in seeking to free 
Africa from the grip of famine.

“Africa has the potential to feed the rest of the world,” he says. “In 
fact, Africa must feed the world.” We met over lunch in the garden 
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of a hotel in London to which Jones has traveled to discuss the global 
food situation with British parliamentarians. “This is basmati rice,” 
he says as he samples his curry. “Probably from India. It’s fl uffy. In 
Africa also, we prefer sticky rice.” As a plant breeder, Jones knows all 
about rice, having crossed the two principal varieties used as cultivars 
around the world. The Asian Oryza sativa is high-yielding thanks 
to its many secondary branches, all of which can bear grains. The 
African variety Oryza glaberrima is not branched and so has a sig-
nifi cantly lower yield. On the other hand, it has been cultivated for 
more than 3,500 years and has developed protective mechanisms that 
enable it to adapt to drought, diseases, and insect pests—all of which 
are major constraints in Africa.

Combining the two strains required a painstaking process of cross-
ing, testing, and backcrossing the offspring with one of the original 
species. “Most interspecifi c hybridization results in sterility,” Jones 
explains. “Many people had tried to do the same thing.” It was the 
patience of Jones’s team, combined with the ability to test the results 
under local conditions, that brought success. It couldn’t have been 
achieved anywhere else in the world, as no one was commercially 
interested in varieties that grow better under African smallholder 
conditions.

The resulting “New Rice for Africa” (“Nerica”) had a surprise up 
its sleeve: In African rain-fed conditions, it outperformed its African 
and Asian parents through a phenomenon that plant breeders call 
heterosis. Nerica has a lot of secondary and tertiary branches and 
50 percent more grains than its high-yielding Asian parent. It also 
grows faster, allowing for two or three crops a year. “Even in tradi-
tional agriculture, without fertilizers or irrigation, the yield is double 
that of the African variety,” Jones says. But Nerica retains important 
traits that enable it to withstand the rigors of the African continent. 
It can, for instance, survive without water for 2 weeks. It also has a 
higher protein content: “I’m talking about the survival of children. In 
some regions, people eat rice three times a day. With a higher protein 
content, they can get a more balanced diet simply from rice, maybe 
with a little fi sh.”

This is a promising avenue for further crop improvements. “We 
should go on researching. There will never be a point at which you can 
say ‘this is enough.’ The African population is the fastest growing world-
wide and urbanization is also more rapid than anywhere else. This means 
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that more people have to be fed from less land. Africa must therefore do 
everything it can to increase yields per unit area and per unit input. But 
more important still is the need to develop crops that can withstand major 
emerging stresses as climate change intensifi es, aggravating droughts and 
fl oods, and encouraging diseases and pests.” Jones also thinks it’s vital to 
further raise the level of protein, beta-carotene, and other micronutri-
ents in the cultivars. “It’s not only yield that’s important; science ought 
to focus strongly on improving the nutritional value of crops. The poor 
should be able to feed on rice as the staple food they can afford and still 
grow strong and healthy and reach their full cognitive potential, which 
they require to pull themselves out of poverty.”

ROADS

Although the popularity of Nerica rice is growing sharply, Monty 
Jones believes that more breakthroughs will be needed in rice and 
other crops before Africa can feed itself. “Southern Sudan is very fer-
tile. It is a high potential area for food production, and it is estimated 
to be capable of growing enough food for the whole of Africa. There 
are similar spots elsewhere. The continent has 14 million hectares of 
inland valleys with plentiful water where you can reliably grow crops. 
But only a million hectares of these are presently used as farmland. 
We have the technology, but a lot of other resources are needed to 
develop these regions. For example, farmers in southern Sudan who 
may be willing to produce a surplus could not sell their extra output. 
The roads are so bad that fertilizers can’t get in and the harvest can’t 
get out. It’s cheaper to ship grain from Australia to Mombasa (Kenya) 
than it is from southern Sudan, which is just next door. We need 
roads, markets, and reduced tariffs. If we succeed in these things, we 
could indeed be the breadbasket of the world.”

If there is such large potential for agriculture, would it then be a good 
idea to grow crops for biofuels? “I strongly feel that biofuel produc-
tion often competes with food production,” Jones contends, “especially 
when there are subsidies for biofuels which are incentives to divert 
resources from food production. Ethanol should never be made; it costs 
you 1.5 times the energy that it provides and in its production does not 
have much better greenhouse gas emissions.” There is also a close rela-
tion between energy costs and food production, he remarks. “Oil prices 
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affect agrarian production in many ways. When fertilizer, machines, 
and transportation all become more expensive, seed prices also go up. 
When food prices rose sharply in 2007, it put an extra burden on many 
farmers, and some didn’t have enough cash to buy new seeds. That 
reduced the area cultivated. So when there is a crisis, production goes 
down, and the crisis is further aggravated. That affects all.”

Would the production go up if genetically modifi ed cultivars 
would be better available for Africa? Monty Jones is cautious. He is 
well aware of his political role in the food industry. “In addition to the 
important conventional applications of biotechnology, GM crops prob-
ably have a useful role because there are certain traits that we cannot 
achieve through conventional breeding. They may be important, for 
instance, in raising food quality to improve the health of people. The 
safety of humans and the environment is of paramount importance, 
but with that caveat, we should keep open as many options as pos-
sible to be able to respond to future food demands, diseases, pests, and 
environmental challenges that we cannot predict.”

But the cultivars should be developed in Africa itself, he thinks. 
“The use of advanced breeding techniques should not be at the expense 
of Africa’s increased dependence on non-African breeders and multi-
pliers. You should be well aware that the green revolution, with its 
improved crop varieties, irrigation projects, and synthetic nitrogen 
fertilizers, has yet to reach Africa. There were never enough resources 
devoted to it, partly because of the huge diversity in Africa. We grow 
rice, maize, plantains, bananas, millet, sorghum, and many other food 
crops, some of which (such as African leafy vegetables) are not grown 
elsewhere. And our production systems are also very diverse in politi-
cal, social, and environmental terms. That’s different from Asia, where 
90 percent of farmland is devoted to rice, which is also the dominant 
staple food. It is easier to focus resources and implement improved 
agricultural practices when there is one dominant crop and production 
system. It is therefore a greater challenge for Africa to target tech-
nologies taking into account the continent’s extreme diversity.”

SELF-SUFFICIENCY

Education, Jones is convinced, is crucial for advancing agricultural 
development. “Africa is losing 25,000 professionals a year to greener 
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pastures elsewhere. The continent is basically donating its intellectual 
capacity to the North. If it costs say $100,000 per person to educate to 
postgraduate level, it means Africa is contributing $2.5 billion toward 
the Northern Hemisphere’s development without counting the 
opportunity costs of losing the benefi t of their career contributions. 
This brain drain affects whole educational, research, and development 
systems. You can’t have good education without well-qualifi ed teach-
ers and trainers. We have to keep our best people if we’re going to 
have the innovation capacity needed to feed and employ our con-
tinent. We must, for example, continue to improve crops, to be able 
to cope with emerging challenges and opportunities, and there will 
never be an end to that.”

This great diversity of Africa of which Monty Jones speaks is 
one of Africa’s greatest advantages as we are entering an age when 
more fl exibility is required and where we may decrease scale with-
out loss of effi ciency. Improved irrigation, fertilizers, and cultivars 
are certainly crucial to securing Africa’s—and the world’s—food 
supply. Worldwide, the potential of the green revolution is by no 
means exhausted. And while not repeating the harmful environ-
mental effects, we should bring the benefi ts of the green revolu-
tion to African rural communities without closing off local options 
and tightening too much the international network of technologi-
cal dependencies. For example, it is both vital and urgent for every 
agricultural region to produce its own nitrogen fertilizer. As long as 
Africa has to import most of its fertilizer, the continent will continue 
to be buffeted helplessly by storms in the international economy. 
Small production units, close to the end users, offer a more stable 
foundation for agriculture. We need to reintroduce fl exibility in the 
food supply if we are to avoid dangerous shocks.
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Mahatma Gandhi supposedly once said: “It took Britain half the 
resources of the planet to achieve its prosperity. How many planets 
will a country like India require?” Translated to the world order of 
today, his question would be: “What if China would aspire to the 
standards of living of the United States?”

Our planet is certainly fl exible. A quarter of its surface has been 
plowed up, and its atmosphere, soil, and water have been fundamen-
tally altered in many places. Humanity now extracts more nitrogen 
from the air than nature does, and we use more water than all the 
rivers put together. It’s a miracle that Earth’s systems have been able 
to withstand these interventions as effectively as they have. Many 
parts of the world are cleaner than they were a century ago. Pollut-
ants like sulphur, nitrogen, and small particles are now routinely 
fi ltered from exhaust pipes and chimneys. We’ve mastered the prob-
lems of acidifi cation and smog. But those were the easy tasks. The 
fact that we dealt with bad things in the past is no guarantee of a 
rosy future. Interference in our environment is too great for that. 
Humanity continues its assault on the planet. The toughest prob-
lems remain unsolved.

The truth is that we are already consuming more than one Earth 
can support. Just as a company can spend more than it earns by selling 
its assets, we are eating into Earth’s capital, which was accumulated 
during thousands of years. In a report published by a group of lead-
ing scientists, it was concluded that we already have transgressed safe 
planetary boundaries in many respects.1 We already have surpassed 
the carrying capacity of Earth’s climate with a factor of 1.5, we are at 
a tenfold rate of bearable biodiversity loss, we extract four times more 
nitrogen from natural cycles than can be considered sustainable, and 
we are at the tolerable thresholds of the phosphorus cycle, ocean acid-
ifi cation, and stratospheric ozone depletion. Human civilization is out 
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of kilter with the natural environment. We are using considerably 
more than one Earth.

Many subsystems of Earth react in a nonlinear, often abrupt, way. 
The world is heading toward a number of critical transitions. Our 
changing climate and the depletion of oil and raw materials mean 
that major changes should be expected. We are living in an overshoot, 
which makes a soft landing diffi cult to attain. The roots of the 2008 
fi nancial crisis were laid by people who spent $1.2 for every $1 they 
earned. How do we prevent a crisis when we already use up 1.2 Earth 
for the one planet we have? The pressing need for resources and fer-
tile land has brought out humanity’s darkest side. Wars have been 
started over oil. Hostile migration, sparked by diminishing grass-
lands, is one of the main reasons for confl ict in Africa right now. If 
we can’t alter our colonization of nature, we might fi nd ourselves 
fi ghting each other on a global scale again. If we carry on as we are, 
exhaustion and extinction are possible. The major task facing us is to 
keep Earth’s system stable.

The most pressing task may lie in the issue of climate change 
(chapter 2.1). Long before fossil fuels run out, we’ll have to face up to 
the consequences of using these fuels. Global warming will be a much 
greater threat in 20 years than it is today. Changes in the atmosphere 
have never occurred as rapidly as they are now. Our current tools and 
social structures are not suffi ciently effective for us to manage the cli-
mate or to prosper in hostile surroundings. We must either learn how 
to change the climate in our favor or develop technologies that will 
enable us to survive in different environments. Both are clearly lack-
ing today. The development of science and technology in these areas 
should therefore be given the highest priority. If we manage to solve 
these problems in the decades ahead, we have grounds for hoping that 
our descendants will also survive into the distant future.

Energy is a key issue not only because of our changing climate. 
Our society needs energy to survive, to develop, and to prosper. We 
need it to prepare food and to provide comfort; to advance our science 
and technology; and to fuel our vehicles, telecommunication net-
works, and domestic appliances. The facts speak for themselves. No 
additional oil is being produced inside the planet. We may not know 
whether our reserves will dry up in 2040 or 2060, but we do know 
that they are fi nite. We look in chapter 2.2 at how we might postpone 
critical transitions and in chapter 2.3 at preparation for the period 
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beyond. Technology issues are not limited to the problem of fi nding 
new sources of energy. The distribution and storage of energy are 
also key issues. Fuels must be transported over large distances, and 
electricity typically has an international network infrastructure. In 
both, we have so far benefi ted from economies of scale. Up to now, it’s 
always been a question of bigger means more effi cient and cheaper. 
But this has made the energy infrastructures more vulnerable and 
less easy to change. We’ll analyze how to change that.

Consumption of raw materials is growing at a faster rate than 
the world’s population. In two subsequent chapters, we explore how 
we can drastically reduce this in factories (chapter 2.4) and chemical 
plants (chapter 2.5). These chapters show the inertia of our industrial 
systems and how engineers can change that. They can, for example, 
learn a great deal from nature. Natural materials and processes are 
often better than those we could conceive ourselves. And nature fre-
quently produces substances in a more sustainable way. New process 
technology will make chemical plants more sustainable, smaller, and 
more fl exible. We will no longer have to hide plants away on isolated 
industrial estates; we’ll be able to produce closer to the user.

Life has always left its marks on our one Earth; that’s plain from 
the composition of the atmosphere. The oxygen we need to survive 
is highly reactive and readily bonds with carbon. Over time, all the 
oxygen would disappear from the atmosphere if Earth’s vegetation 
wasn’t constantly adding fresh doses. The atmosphere is an unstable 
mixture that is maintained by life on Earth. The planet and the life it 
sustains have evolved in parallel. Immense natural catastrophes have 
occurred, yet life and the production of oxygen have always prevailed 
in the end. There are serious grounds for concern. It is more than 
clear that human beings are having a huge and intensifying impact 
on our planet. Whether Earth would continue to sustain humanity is 
very much open to question. The human race didn’t exist 200 million 
years ago, when—for unknown reasons—a huge quantity of carbon 
dioxide was released into the atmosphere and temperatures rose dra-
matically. Yet even a less severe disaster would put an end to human 
civilization as we know it today.
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DEALING WITH OUR CLIMATE

We’re standing by the observatory at the top of the Telegrafenberg 
(Telegraph Hill) in the German city of Potsdam. The neoclassical 
building towers over its surroundings. The hill is situated in the for-
mer German Democratic Republic, close to the place where the Berlin 
Wall once stood. Through the slight haze, we can make out the con-
tours of Berlin and the smoking chimneys of power stations. To our 
right is another hill, the Teufelsberg, with an American listening post 
as a relic of the cold war.

Successive kaisers developed the Telegraph Hill in the nine-
teenth century, building a community of leading scientists there. 
Karl Schwarzschild used the telescope to produce his star catalog, the 
fi rst in the world, while in the basement of the same building some 
30 years earlier, Albert Michelson had studied light, measuring its 
speed and identifying certain inexplicable characteristics in the pro-
cess. Albert Einstein worked here, too, basing his special theory of 
relativity on Michelson’s discoveries.

“Fundamental natural phenomena have been isolated at this place,” 
says Hans Joachim Schellnhuber, director of the Potsdam Institute for 
Climate Impact Research, which now occupies the brow of the Tele-
graph Hill. “For many years, scientists have withdrawn to the quiet of 
this hill to develop their ideas. My task today is to reverse that move-
ment: Rather than isolating it, we want to bring knowledge together. 
And instead of withdrawing from the world, we have to engage with 
it—to make clear to people just where our climate is headed.”

Schellnhuber has thrown himself into that task with considerable 
verve. He has been discussing scientifi c issues with German chan-
cellor Angela Merkel, for instance. He knows that his climate mes-
sage is a complex one, which is why Schellnhuber avoids statistically 
detailed predictions and focuses instead on a number of crucial “tip-
ping points.”
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POINTS OF NO RETURN

“How much change can the earth sustain? Can we afford to allow 
the West African monsoon to collapse? Or the Himalayan glaciers 
to melt away? Will we be able to preserve the ice in the Antarctic? 
What happens if the Amazon rainforest disappears?” Hans Joachim 
Schellnhuber has identifi ed a series of threats that, should they come 
to pass, would transform our biosphere irreversibly. Our climate sys-
tem includes several positive feedback mechanisms with the potential 
to accelerate global warming, he explains. The melting of Greenland’s 
snow and ice is one example. The white surface of that immense 
country refl ects a considerable amount of solar radiation back into 
space. As the ice melts, however, Greenland is growing darker and 
is absorbing the heat of the sun more and more readily. This extra 
heating makes it unlikely that ice will ever reappear on this—the 
Northern Hemisphere’s largest—island, making the melting of the 
Greenland ice sheet a tipping point—a point of no return.1

Another example is the Amazon rainforest, which currently retains 
a lot of water, creating a humid atmosphere that fosters a wealth of 
nature. If it were to disappear, the result might be a steppe to which it 
would be very diffi cult to bring back jungle trees and abundant water. 
Scientists refer to this complexity as a bistable system. The Amazon 
ecosystem is locked into one of two possible states: It is either rainfor-
est or steppe, with no intermediate confi gurations between the two. 
“The Amazon rainforest may collapse by the end of the century,” 
Schellnhuber warns. “It’s not only the result of climatic shifts; illegal 
logging is also accelerating its disappearance.”

Other worryingly close tipping points he has identifi ed include 
the melting of the Arctic Sea ice cap. In the summer of 2008, the sea 
route north of Russia became ice-free for the fi rst time in history. 
As the icebergs melt, the dark heat-absorbing surface of the sea is 
uncovered, further accelerating the warming process. Some scientists 
believe that the tipping point for the Arctic Sea ice has already been 
transgressed.

The disappearance of the Indian monsoon is a frightening prospect 
as well. Seasonal rain in India appears to be another bistable system, 
and continuing environmental pollution could lock the local climate 
into a dry state, inevitably causing food shortages in a subcontinent 
inhabited by more than a billion people. Or—no less terrifying—the 
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White glaciers refl ect the sun’s light, helping repel some of its warmth. As gla-
ciers recede, the darker-colored earth beneath them will absorb more heat. This 
may contribute to the pace of climate change, making it harder for the glacier 
to reestablish itself. The challenge we face is to identify these tipping points 
in our climate and to learn how to avoid them. Source: Oerlemans, J. (2005). 
Extracting a climate signal from 169 glacier records. Science, 308(5722), 675–
677.

monsoon could end up oscillating between these two stable states, with 
alternating dry and wet years that remove any possibility of adapting.

“Several of these tipping points appear to be close,” Schellnhuber 
believes. “But their peak impact may be many years away. We need 
to be aware that if a tipping process is triggered, there is no stopping 
it. A good example is the methane trapped deep in the oceans. The 
amounts are huge. If it warms up, it will take a thousand years to 
bubble through sediments and water columns and reach the surface. 
But we won’t be able to halt the process once it gets going. We’re very 
close to the Greenland tipping point; if we go on emitting according 
to the ‘business as usual’ scenario, the system will tip by 2050 or so. 
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After that, it can’t be stopped. The melting process would then take 
place within some 300 years, causing sea levels to rise by an addi-
tional 6 meters. Climate tipping points of this nature imply massive 
change.”2

CRADLE OF CIVILIZATION

This is a completely new challenge in the history of humanity. Carbon 
dioxide (CO2

) levels had barely fl uctuated since the rise of the fi rst 
advanced civilizations—a stability which in a sense may be viewed as 
the midwife of our civilization. Greenhouse gases in the atmosphere 
function as a blanket, retaining Earth’s warmth. Without it, planetary 
temperatures would be far below zero, denying human beings any 
chance to develop. Almost stable CO2

 levels allowed our ancestors to 
settle down and adapt to their environment.

Egyptian pharaohs and Babylonian kings obviously didn’t go in 
for precise carbon measurements, but we can track historical atmo-
spheric changes through the traces they have left in layers reaching 
down deep below the ice of Antarctica. Thanks to that record, we have 
a fairly precise idea of the pattern over the past 650,000 years.3 The 
climate has remained stable thanks to a multiplicity of processes that 
interact, interfere with, and intensify one another, thereby shaping 
the atmosphere that keeps our planet alive. The climate is an arche-
typal example of a complex system locked in a stable state.

However, since we began to industrialize, extra CO2
 has been 

released into the atmosphere at an unprecedented rate. In the time 
period of a few generations, we’ve burned carbon from plants that 
took millions of years to metamorphose into oil and gas. Current CO2

levels are higher than at any time in the history of humanity—35 
percent above preindustrial levels.4 The last time Earth experienced 
levels like this was 25 million years ago during the Oligocene, when 
Homo sapiens did not exist yet and the planet was populated by ani-
mals like the Brontotherium, Entelodont, and Proboscidea.

“The earth was 3 to 4 degrees warmer in that era and sea levels 
were 75 meters higher than they are today,” Schellnhuber cautions. 
“That’s meters we’re talking about, not centimeters.”

As CO2
 levels continue to rise once again, the intricate web of frag-

ile mechanisms that determines our climate will no doubt fi nd a new 



54  EARTH

equilibrium. But that new state may be wildly different from what 
we know today. The tipping points that Schellnhuber has identifi ed 
mark the transition to that new climate. “We should try to confi ne 
global warming to a level at which we still have a chance of adapting 
to it. That means we ought to identify precisely which tipping points 
we need to avoid at any price because they will induce changes that 
we have no hope of handling.”

URGENT RESEARCH NEEDED

Hans Joachim Schellnhuber warns that we still don’t know enough 
about the feedback mechanisms that determine climate tipping 
points. “We know those tipping points are out there but not how fast 
they’re approaching or what the consequences will be when they hap-
pen. Much closer monitoring is needed. There should be thousands 
of observation stations tracking things like ocean circulation and 
changes in monsoon patterns. We have the technology to do it, but 
the economic and political will is lacking. The number of meteorolog-
ical observation sites has actually been declining since the 1950s.”

The way tipping points interact is something else, Schellnhuber 
says, that we urgently need to study. The melting of the Greenland 
ice sheet might simply prove to be the fi rst domino. “It will inject 
fresh water into the North Atlantic and increase sea levels, which 
might in turn slow down thermohaline circulation. That could then 
interfere with the West African monsoon, triggering the collapse of 
yet other ecosystems. The domino effect of runaway greenhouse pro-
cesses has the potential to bring total global catastrophe. Astonishing 
as it may seem, there has been virtually no research into this kind of 
interaction between tipping points. Scientists have no idea how tip-
ping in one place might impact related processes elsewhere.”

To study these interactions properly, you need a computer model of 
the earth system that includes the atmosphere, oceans, ice sheets, bio-
sphere, marine carbon cycle, and industrial metabolism. “We have sub-
models for all these elements,” Schellnhuber explains, “but we need to 
combine them in a single, comprehensive Earth Simulator. Fitting them 
together is a major challenge because most of these submodels operate on 
different scales. But we have to manage it if we’re going to be sure we’re 
doing the right things to preserve decent life conditions for future gen-
erations. It’s something we can defi nitely achieve within 10 years or so.”
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WARMING IS MASKED

Fortunately, there are certain atmospheric forces that oppose the 
warming of Earth. Air pollution—especially sulphur and other small 
particles—has a net cooling effect on our climate. Calculations sug-
gest that if we were to pull back the “curtain” of air pollution, Earth 
would be more than 1.5 degrees centigrade hotter than it is today or 
2.5 degrees hotter than in preindustrial times.5

“That’s a depressing scenario after all,” Schellnhuber admits. “If we 
were to successfully combat air pollution, we’d accelerate global warm-
ing in a way that would lead us straight into climate disaster. We would 
almost certainly lose the Greenland ice sheet, and we don’t know whether 
that would in turn trigger self-amplifying dynamics. As long as we have 
that pollution, it will ease temperatures and mask global warming. So 
we shouldn’t reduce air pollution too fast, as we need the cooling effect 
it generates. That extends our window of opportunity in which to do 
something about climate change.”

It’s tempting to dream up other atmospheric effects capable of slow-
ing down global warming—“clean pollution” that could mask sunlight 
using harmless aerosols that would remain in the atmosphere for a pro-
longed period or by fl oating a fi lm of some environmentally friendly 
substance on the surface of the water to refl ect sunlight. There is an 
increasing call among scientists to resort to this means or at least to start 
large-scale research into the effects of it. “We could indeed escape to that 
kind of geo-engineering if we were absolutely desperate,” Schellnhu-
ber says. “But such procedures would be extremely risky; if a particular 
country stopped contributing for a while, the result could be a major 
climate shock. And our knowledge of the relevant feedback mechanisms 
isn’t yet suffi ciently precise. Not all air pollution has a cooling effect. 
Particles of carbon, for example, accelerate the warming of the earth. We 
need to fi gure out how our enemy—air pollution—can help us avoid too 
much global warming. We have to orchestrate our clean-air instruments 
in a very subtle way.”

REMOVING CARBON

Hans Joachim Schellnhuber is fond of musical metaphors. He refers 
several times to a “symphony” of actions to counteract global warm-
ing. “We can’t rely on any single instrument to reduce greenhouse 
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gas emissions: We need a symphony of reduction measures. It will be 
a very complex symphony, and large parts of the score still have to be 
composed. But when the time comes, we’re going to have to give the 
performance of our lives.”

We could buy ourselves a considerable amount of time, Schelln-
huber points out, by aggressively reducing our greenhouse gas emis-
sions. “We have immense scope to enhance our energy effi ciency. We 
can substitute fossil fuels for renewables like solar power. We can cap-
ture carbon from fuels and sequester it deep below the earth’s surface. 
A symphony of actions like that could easily halve global greenhouse 
emissions by 2050.”

The international community has started to work in this direction. 
An example is the Kyoto Protocol in 1997. But in all probability, halving 
greenhouse emissions would not be enough. “We have to understand 
that one degree of global warming ultimately means a 15- or 20-meter 
rise in sea levels. We’re already past the point where we could stop that 
from happening unless we start actively removing carbon dioxide from 
the atmosphere. Even if we stopped emitting it today, the CO2

 already 
in the atmosphere is there to stay for millennia.” It may be absorbed by 
photosynthesis, but not all the carbon remains fi xed in plants; some of it 
is reemitted by the soil into the atmosphere. “We know from the carbon 
cycle that nature doesn’t get rid of carbon dioxide entirely. A quarter of it 
persists in the atmosphere for a thousand years or more. So we will have 
to live with the climate-forcing echoes of the fi rst Industrial Revolution 
for centuries to come. In the long run, the only way to keep us safe is to 
bring the concentration back down to pre-industrial levels. That means 
using biochemical processes to extract carbon from the atmosphere. Sci-
entists and engineers need to start working on that. We still have no clue 
how to do it on the huge scale that would be needed without excessive 
energy inputs.”

CHANGING SOCIETY

The scientifi c challenge posed by these issues is awe inspiring. “We’re 
more or less gambling with our planet,” Schellnhuber maintains. “We 
have to compose and perform our symphony extremely wisely. With-
out breakthroughs in technology, we have no chance whatsoever. But 
the real problem will be the responsible social implementation of that 
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new technology. How fast can our societies absorb innovation? Per-
haps not quickly enough. Will we accept the necessary constraints? 
These things have to be decided on a global scale; otherwise, it’s a 
game we can’t possibly win.”

Little time is left to steer us away from crucial tipping points. “We 
have to fi nd ways of accelerating acceptance, which may well be the 
decisive scientifi c issue now facing us. We’re placing the future of 
humanity at risk. We have to develop communication methods and 
incentives capable of disseminating new technologies. Ultimately, 
however, you need a different type of social cohesion: We have to 
shape people’s preferences. That’s extremely delicate, but we have 
to do it. Sociologists, philosophers, theologians, and people of good-
will need to get together. Research is urgently required in the fi eld 
of social engineering to address this problem. Very little has been 
done so far in that area. The challenges are frightening. But they’re 
fascinating, too.”

The alternative is equally frightening. Demand for scarce resources 
has too often revealed humanity’s darker side. Wars have been fought 
over oil, and hostile migration sparked by shrinking grasslands is 
one of the factors currently provoking tension in Africa. If we can’t 
prevent tipping points from being transgressed, ecosystems may 
collapse, and many more areas will become inhabitable. We might 
just fi nd ourselves fi ghting each other again on a global scale. That’s 
a terrifying prospect, as is the realization that we can only avoid it 
through social engineering—by basically coercing people to accept 
climate-friendly technology.

As we walk back down the Telegrafenberg, we take a fi nal look at 
the German capital, Berlin—a city that has lived through some of the 
most abominable experiments in social engineering that humankind 
has ever devised. It is a city in which too many conductors have bel-
lowed out their own tunes and where an entire people was persuaded 
to murder Europe’s Jewish citizens. But it is also a city where a wall 
was torn down by the irresistible force of protest and prayer. A con-
tinent came together here, and history has proved in Berlin that no 
challenge is too great for a people that stands as one.



2.2

IMPROVING ENERGY EFFICIENCY

Imminent climate change is indeed an “inconvenient truth” that will 
oblige us to alter our energy use long before we begin to experience 
any shortage of crude oil or natural gas. Warnings about our climate 
come at a time when nothing would otherwise appear to stop us from 
using fossil energy sources for several more decades. Indeed, never 
before in the history of our civilization has the outlook for our con-
tinuing use of mineral oil looked so comforting. In the early 1970s, 
there were only 25 years’ worth of known oil reserves at the con-
sumption levels of the time. Now, at the end of the fi rst decade of the 
twenty-fi rst century, we can look forward to 42 more years of oil, 
even though consumption rates have almost doubled in comparison 
to the 1970s. Newly discovered oilfi elds and technologies have more 
than compensated for increasing demand. Known reserves are now at 
their highest level since we began to keep systematic statistics. That 
doesn’t mean that progress with regard to our energy supply will be 
smooth; changes come in shocks, as we will see in this chapter. We are 
likely to witness crisis after crisis in the years ahead. And the tangible 
heating of our Earth will make the crises worse.

THE DYNAMICS OF OIL SUPPLY AND DEMAND

There has been a passionate worldwide debate for decades now about 
the precise timing of peak oil—the moment when oil production hits 
its maximum level and then begins to decline until there is no longer 
any left that is economically viable to extract. Yet peak oil predic-
tions invariably prove incorrect. Each time, it turns out we can extract 
more oil from the ground than we previously thought. One alarming 
calculation after another has fallen by the wayside, as we also showed 
in the introduction to this book (chapter 0.2). Outbreaks of panic well 
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up with each new wave in energy prices. Just before the credit crisis 
of 2008, oil prices were at a record high, and prophecies of the end of 
the oil era were abundant. After the crisis, oil prices collapsed, and the 
prophets of doom switched to preaching about the fall of international 
banking, the end of globalization, or the death of liberal economics.

Energy prices display very little correlation with real production 
costs or proven reserves. Shifts over time refl ect the discovery of 
oilfi elds and technological progress in response to our increasing 
demand for energy. Although no new oil is being created inside the 
earth, more reserves every year come within reach of our technol-
ogy. New wells are discovered at regular intervals, and new extrac-
tion techniques continue to be developed. Modern drilling platforms 
can tackle much larger fi elds and can drill much deeper than their 
equivalents 10 years ago. They can drill at an angle, too, enabling 
them to extract oil from several sources at once. These techniques 
can in turn be applied to smaller fi elds. In the past 20 years, this has 
led to a 30 percent increase in the amount of oil that can be extracted 
around the world. The outlook has thus evolved from one year to 
another.1

It is interesting to take a closer look at the pattern of these changes. 
The outlook for our oil supply remained more or less fl at in the 1990s 
compared to the sharp fl uctuations the graph shows for the 1970s and 
early 1980s. It turns out that larger and smaller fl uctuations alternate 
in a special way. The graph has much in common with the patterns 
displayed by avalanches and earthquakes. The magnitudes of all these 
events obey scaling laws. That’s a discomforting thought, as it sug-
gests there is no equilibrium between the forces regulating supply 
and demand. Our oil markets are characterized instead by tensions 
that build up, reinforce one another, and accumulate to a point where 
a small shift may trigger a landslide. Substantial fl uctuations in the 
availability of oil are more likely than we would wish. Because the 
oil economy is nowhere near equilibrium, major shifts are probable. 
That means we should expect more crises and sudden price rises but 
also the emergence of unforeseen new reserves and energy-related 
technologies that relieve the tension. Our energy economy is a self-
organizing critical system that uses shocks to adapt to changes.

And those changes will come whether we prepare for them or not. 
If we sit back and wait, these changes will come as a shock, possibly 
unleashing catastrophic upheavals. To avoid that, we need to prepare. 
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The outlook for our continuing use of mineral oil is more reassuring now than 
it has ever been. Advances in oil technology continue to outstrip the increase in 
consumption. It is clear from the chart that the discovery and adoption of new 
reserves tends to be associated with a series of shocks. That’s a discomforting 
thought, as it suggests there is no equilibrium between the forces regulating 
supply and demand. And those shocks could increase in severity as we get 
nearer to depleting our oil reserves. More effi cient use of the reserves could 
help us mitigate them to some extent. Source: Smil, V. (2008). Energy in nature 
and society. Cambridge, Mass.: MIT Press.

We can soften shocks through cleaner technologies that can be read-
ily slotted into our rigid infrastructures, making them more respon-
sive to change. These technologies may not be able in themselves to 
prevent irreversible climate change or the eventual depletion of our 
mineral resources. But they can at least give us a little breathing space 
so that we can pursue a more permanent fi x.

In the remainder of this chapter, we describe a number of transi-
tional technologies and strategies that could make energy systems 
more fl exible and responsive to varying circumstances. We will come 
back to the more fundamental changes needed to achieve a low-car-
bon energy economy in the next chapter (chapter 2.3).
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THE ISSUES BEHIND SAVING ENERGY

An obvious way to gain time is to use energy more effi ciently, the 
potential for which is amazingly large. There are substantial world-
wide differences in energy effi ciency in nearly everything we produce 
and use. The energy intensity of the Japanese economy is only half 
that of the United States. For every dollar produced, Americans use 
double the amount of energy that the Japanese require. This indicates 
that most countries have plenty of scope for improvement. Televi-
sions, refrigerators, and PCs could all use a lot less energy. If we were 
all to perform as well as the best available commercial technology, 
worldwide energy consumption could be halved.2 And it wouldn’t 
require new technology. We can start to reduce our energy consump-
tion immediately. In most cases, that will save money as well.

Take the streamlining of cars. Designers currently have little 
incentive to reduce the air resistance of their vehicles, which means 
that cars use an unnecessary amount of energy. Even models that 
look sleek could still be improved substantially. By making a few 
simple adjustments, Greenpeace managed to reduce the Renault 
Twingo’s air resistance by 30 percent.3 Techniques like this aren’t 
applied, however, because designers and buyers are more interested 
in other things. Prominent wing mirrors sell better than streamlined 
ones. The same goes for almost everything we use. The technology is 
here already, and in many cases, it’s profi table, too. As consumers and 
producers plainly don’t care about these savings, effi ciency should be 
implemented through regulations and campaigns. In a democratic 
society, this obviously leads to a tension between private will and 
public interest.

Energy conservation has another drawback, however. Higher effi -
ciency doesn’t necessarily mean lower total energy consumption in 
the long run. On the contrary, raising effi ciency almost inevitably 
results in higher consumption. The reasons for this counterintuitive 
effect of effi ciency gains are simple: Any money we save is invariably 
used for extra consumption. Homes have become more economical to 
heat and keep cool, but we now live in bigger houses with fewer peo-
ple. Aircraft are more effi cient, but we fl y more often. Televisions use 
less power, but we now have sets in the bedroom, kitchen, and bath-
room as well as the living room. We also buy televisions with much 
larger screens. Saving energy does initially have an effect, therefore, 
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but this is subsequently canceled out by extra consumption. That 
means the improvement of effi ciency must be a continuous process, 
with one measure constantly following another, necessitating steady 
investment in technologies.

It is interesting to compare this with energy use in nature. Species 
didn’t evolve to maximum effi ciency in energy use. They evolved to 
maximum fi tness, as Charles Darwin put it. In 1922, U.S. physical 
chemist Alfred Lotka tried to translate this fi tness in energy terms 
and came up with a principle that was later controversially coined 
the Fourth Law of Thermodynamics.4 Those organisms survive that 
manage to use a maximum of power, Lotka stated. Or expressed dif-
ferently, organisms tend to maximize the rate of useful energy use 
through them. Energy effi ciency is balanced against the need for high 
energy density. The latter determines power and performance. The 
Lotka principle is valid for a broad range of energy-consuming sys-
tems, not only in nature. It is also valid for products, buildings, trans-
port and other economic activities. The fi ttest technologies maximize 
power density. Energy effi ciency is still valuable, as it increases the 
amount of energy that is available for useful purposes. The effi ciency 
of energy conversion, however, is constrained by the need to have 
maximum energy fl ow. This often goes at the expense of optimizing a 
system for the largest overall energy effi ciency. So there is an intrin-
sic reason, caused by competition, that overall energy is ineffi cient. A 
high throughput is more important for survival, but it costs energy.

For chemical processes, in industry and in living beings, a high 
yield is essential. This means that the amount of material produced 
per unit time and space is optimized rather than the energy consump-
tion. A chemical reaction that takes place at high speed is often far 
from equilibrium and thus less effi cient than a slow reaction close 
to equilibrium. It was calculated that in many practical situations, 
an energy effi ciency above 50 percent would not serve a useful pur-
pose in the struggle to survive. Increasing effi ciency further would 
limit the throughput and reduce the fl exibility to switch to another 
energy source if necessary. An extreme energy conservation ulti-
mately causes a lock-in in one energy technology. This reminds us 
of the ideas of Thomas Homer-Dixon (chapter 0.2). He claims that an 
increased effi ciency causes an increased sensitivity to shocks when 
circumstances change. This decreases fi tness in the Darwinian sense 
and reduces adaptability. Modern technology allows for conservation 
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measures that also make our energy systems more fl exible and adapt-
able to varying circumstances. In the following section, we consider 
the example of fuel for transport.

FUELING OUR TRANSPORTATION

What came fi rst, the car or the service station? A car is worthless if 
you can’t fi ll it up. But nobody is going to build a service station if 
there aren’t any cars passing by. Cars and gasoline evolved together 
over more than a century to the point where the infrastructure now 
forms a rigid system that can’t be easily changed. That’s what makes 
our refi neries such a technological marvel. Generations of chemists 
have devoted their creativity to the plants’ gradual improvement. 
Anyone thinking of opening a biodiesel plant will have their work 
cut out for them: They will start developing their technology from 
the point petroleum chemists had reached 50 years ago. Anyone for 
solar cars? They will face a similar dilemma.

Whereas new technologies must start from scratch, existing 
infrastructure can be easily expanded. New refi neries are often built 
alongside old ones, with access to the same harbors. New oil tankers 
virtually roll off a production line, all following the same established 
design principles that made their predecessors so successful. Even in 
the case of an expressway, it’s easier to widen an existing route than to 
build a new road. The layout has a greater longevity than its compo-
nents. If you aim to introduce greater effi ciency and fl exibility, there-
fore, the most promising strategy is to change the components rather 
than the system itself. It is a promising development, for instance, 
that some cars run on both gasoline and electricity because the infra-
structure for both is already in place. Their combination saves energy 
because the car’s electrical generators and batteries ensure that the 
gasoline motor always operates at optimum effi ciency. It also offers 
fl exibility, as hybrid cars are less dependent on a single energy infra-
structure. That makes them easy to introduce. Hydrogen cars have a 
much tougher future because there is no hydrogen infrastructure in 
place.

Likewise, it is diffi cult to replace our refi neries with other fuel-
production plants. Instead, existing refi neries can be adapted to take 
more than one feedstock, which would make them less dependent on 
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a single mineral energy source. Or, one step further, we could incorpo-
rate technologies to make liquid fuels from natural gas and coal. This 
would also make refi neries more fl exible, while simultaneously saving 
energy and reducing carbon emissions, as combined refi neries like this 
are better able to adapt to changing demands. They can be designed 
to take biological material as feedstock, too. Biofuels could partially 
replace liquid fuels, which would also reduce carbon emissions. It’s 
generally a bad idea to grow crops specifi cally for use in fuel, as this 
invariably competes with food production and water provision. But 
straw and waste wood can also be used. Even more promising is the 
use of algae, which offer ten times the energy of a crop of soybeans 
per unit of surface. That’s because land vegetation expends most of its 
energy in pumping up water from the soil and outgrowing its neigh-
bors, whereas algae can use every spark of energy to procreate.

Sustainable biofuels like this could fuel our aircraft, where switch-
ing to electricity is not an option.5 They would make aviation less 
dependent on mineral oil, giving us time to work on alternative long-
distance transportation networks, such as high-speed rail and fast 
ferries. At the same time, we can work on the many technological 
breakthroughs that are necessary to bring closer the use of hydrogen 
as a transportation fuel (see the next chapter).

THE RIGIDITY OF OUR ELECTRICITY GRID

The electricity grid is another rigid element within our energy infra-
structure. Its confi guration constitutes a major obstacle to change, 
according to Jan Blom, Professor Emeritus of electrical power systems 
at Eindhoven University of Technology in the Netherlands. Blom is 
also a former director of the Dutch electric power research and reg-
ulatory organization KEMA. Thus, he knows the electricity supply 
infrastructure inside out. “The more bulk power lines you build, the 
more rigid the network becomes. That not only means that blackouts 
are more likely; it also becomes more diffi cult to carry out changes. 
Altering the route even of a single power cable can lead to serious 
problems. In densely populated areas, high-voltage pylons can’t be 
rerouted because there is no space for new ones. We have to make the 
grid less rigid so that we can respond to change more rapidly. We need 
to make our power grid and generators more fl exible for the future.”
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Our existing power grids are geared toward a centralized approach 
for the generation of electricity. You can spot a power station from a 
long way off by the high-voltage cables that fan out from it in every 
direction, distributing the plant’s output to consumers. The current 
centralization of electricity generation is technical in origin. For 
many years, bigger meant more effi cient and cheaper. A larger boiler, 
for instance, was less susceptible to heat loss. “Increased scale resulted 
in savings,” Blom explains. “But the technology is now so good that 
size is no longer important. We can make smaller and smaller tur-
bines, for instance, without sacrifi cing effi ciency. That means we can 
confi gure the grid in a different, less centralized way, with generation 
closer to the user. That will reverse the current hierarchy: Rather than 
having a central supply with passive customers, we’ll move toward 
a situation in which customers themselves generate energy—with 
a home-heating system, for example, that also generates electricity. 
Households will then be able to supply energy back to the network.” 
That’s already happening, albeit on a small scale. “The network’s cen-
tral control rooms wouldn’t be able to cope if there was a signifi cant 
increase in the number of power suppliers. Control is the real chal-
lenge in terms of decentralizing our electricity supply,” Blom warns.

The current control strategy is to assume that power only fl ows 
in one direction. Sensors within the network are largely confi ned to 
the backbone. When all the power fl ows from the center, operators 
don’t need to know what’s going on in the network’s capillaries. They 
have a general idea about the dynamics of the network based on the 
changes in voltage and frequency that they measure. The frequency 
provides long-distance information, and the voltage tells them about 
the status of the network at shorter range. If your neighbor switches 
on the dishwasher, for instance, you might notice a slight voltage dip. 
These signals make some central control possible without an addi-
tional computer network for control.

The model is changing as more and more consumers start to gen-
erate electricity for themselves. This makes it necessary to have more 
detailed insight into the behavior of the networks, something that 
global parameters like voltage and frequency can’t provide. The fi rst 
step toward more dynamic control would be to increase the num-
ber of sensors in the local branches of the networks. More decentral-
ized intelligence should follow. “The goal is to design self-regulating 
electricity grids in which thousands of smaller units all decide for 
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themselves. So-called agent technology will enable this,” Jan Blom
says. “Decentralization means a reversal of the grid hierarchy. It will 
make the electricity supply more fl exible and allows us to include 
many more small generators in the grid. The key question is how 
much extra communication is necessary for this decentralized tech-
nology. It would be wonderful if you didn’t need an extra, separate 
control network, as that would hamper the reliability. So the local 
agents should ideally be able to function on the basis of the voltage 
and frequency they measure at their location within the network. But 
we still don’t know if that is possible.”

A further step in reversing the current hierarchy would be for con-
sumers to become smarter in their energy use, Blom continues. “The 
control of the network has always been based on the concept that 
supply follows demand. If the load changes, the amount of generation 
is adapted accordingly. However, if more variable sources like wind 
energy and solar energy are included in the generation of electricity, 
it makes sense to shift the concept and have demand follow supply. 
That would mean, for example, that the dishwasher starts up as soon 
as the wind begins to deliver enough power. That would enable us to 
exploit our renewables to the maximum extent.”

Decentralization automatically means that connections over 
larger distances will become less important, Blom says. “So we 
shouldn’t keep making power lines thicker and thicker. Instead, new 
lines should be built to increase redundancy in the network. If each 
location is accessible via multiple routes, you have more possibili-
ties for rerouting power as demand or supply changes.” Energy stor-
age is also important when decentralizing the grid. If electricity can 
be stored close to consumers, local energy shortages can be supple-
mented locally, reducing dependence on long-distance connections. 
Battery technology is evolving rapidly, so this is not a remote option. 
“The introduction of electric cars in particular will spur this storage 
option,” Jan Blom thinks. “The battery in your car could also be used 
to store electricity in the grid at night.”

We could eventually have a self-organizing grid that automati-
cally adapts when new generators are plugged in. “That would allow 
new technologies to be incorporated in the infrastructure much faster. 
It’s a genuine revolution that will take us from centralized generation 
to power to the people,” Blom says. The idea refl ects developments in 
other areas, too. The Internet likewise serves numerous providers and 
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users at the same time. Meanwhile, self-healing, rerouting, redun-
dancy, and decentralization are issues that are pursued in this other 
key infrastructure for our society as well. Making our electricity grids 
smarter is only a fi rst step toward making our critical infrastructures 
more fl exible. We also need to prepare for more fundamental changes 
in our energy supply. In the long run, other energy sources will have 
to take over from crude oil. That’s the subject of the next chapter.



2.3

SEARCHING FOR NEW ENERGY

We looked in the previous chapter at the prospects for our current 
energy infrastructure and asked how we can make it more fl exible 
and sustainable. In this chapter, we fast-forward to the new energy 
economy after the oil era. The quantity of available energy is not the 
main worry in the postcarbon era. We’re surrounded by tremendous 
amounts of energy. The power of the sun’s rays was there long before 
we started to discover fossil energy sources, and on Earth’s surface, 
we can harness wind and water. Another vast amount of energy is 
encapsulated in our planet in the form of heat. As yet, we only tap 
small fractions of these natural energy supplies. Evaluating our long-
term options, we have to ask ourselves: How can we harness these 
energy sources in such a way that they may serve us without a seri-
ous regress in our human civilization? Only then may we hope for a 
gradual transition to a new energy era.

In the course of our history, we have used ever more concentrated 
forms of energy. In the era when we warmed ourselves by a wood fi re 
and ate the grains of the fi eld, we needed about 1 square meter of land 
for each watt of energy that came available. When we tamed wind 
and water power, the energy yield of a square meter of land rose by 
a factor of ten. The advent of coal, oil, and gas accounted for another 
factor of hundred improvement. This is calculated by summing up 
the amount of land you need for excavating the energy carriers and 
converting them to a useful form of energy. A similar calculus can 
be made using the energy content of the energy carriers themselves. 
Society has evolved with each subsequent energy innovation. More 
concentrated forms of energy allowed for a more concentrated com-
munity with a more complex division of labor. Now we don’t have 
to search large areas of land for some useful calories for ourselves; 
we can devote our time to comfort and complicated products.1 That’s 
another formulation of the evolutionary principle of Alfred Lotka 
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that we encountered in the last chapter. A society seems to evolve 
toward a maximum power density.2

So the energy issue is not only about digging up fossils or catching 
the rays of the sun. It’s also about making it available for use, which 
means that we have to concentrate, transport, and store it. That’s what 
we’ll call the energy triad. All three legs of the triangle are important 
in funneling the energy into our complex society. A future society 
needs energy in dense forms that may be transported and stored to 
sustain its elaborate structures. Failing to fuel the complex human 
fabric may cause a decline. Thomas Homer-Dixon has argued that 
the Roman Empire started to decline when it had exhausted its best 
energy resources, which in that time took the form of croplands.3 For 

Up to now, our civilization has evolved in parallel with the increasing energy 
density of our fuels. The fuels listed here for the postcarbon era don’t offer the 
necessary increase in energy density, and neither do alternative sources like the 
sun and wind. To continue to fuel our megacities and high-speed infrastruc-
tures, we must either seek higher-density sources of energy or else develop 
conversion technologies that increase energy density.
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its  food-based energy system, it had to move to poorer lands, its energy 
supply lines snaked farther and father from its major cities, and the 
population had to work harder and harder to feed the oxen that were 
instrumental in building the complex structures of Roman society. So 
in the energy triad, defects arose in the concentration, the transport, 
and the storage of energy. A similar breakdown has been described for 
other societies. Arguably, the world dominance of the Netherlands in 
the seventeenth century was based on peat and wind energy, which 
came to an end when other countries started to use more concentrated 
fuels, something the Netherlands lacked at that time.

Finding an alternative for our current fossil-based energy econ-
omy requires a system approach. We not only must take all three 
legs of the energy triad into account, but we also must reckon with 
changes in the structure of societies. So society and politics will need 
to be involved in preparing for the transition.

ENERGY FROM THE SUN

So let’s start our analysis with solar energy. In theory, the sun offers 
us more than enough energy to power our entire civilization. The 
solar energy received by Earth’s surface is 10,000 times what we con-
sume. Two hours’ worth of solar radiation would be enough to pro-
vide all of humanity with energy for a year. But the sun’s rays are 
spread over a large area, signifi cantly reducing their intensity. On 
average, every square meter of Earth’s surface receives 170 watts,4

from which even today’s best solar cell technology can extract only 
a maximum of 30 watts—barely enough to power a lightbulb. Mod-
ern photovoltaic cells perform better than wind turbines per unit of 
surface but lag far below the concentrated forms of fossil energy that 
we have grown accustomed to. The roof area of a standard home in 
the countryside may be big enough for all the solar cells that would 
be needed to meet the building’s energy requirement, provided that 
the building is extremely well isolated and the effi ciency of the 
appliances is the best possible. But it is certainly not enough for the 
majority of humankind that lives in old houses or high-rise build-
ings. Our age needs more concentrated forms of energy. A city can by 
no means be self-suffi cient when a signifi cant proportion of its power 
consumption needs to be generated by the sun. That’s the reason the 
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present use of solar energy is so marginal. It’s easy to garment your 
roof with solar cells, but that would power only a small fraction of a 
household’s electricity. Everything beyond that would require totally 
different infrastructures to concentrate the energy, transport it, and 
store it. We need to consider the complete energy triad to make solar 
energy viable. Not only do we have to develop solar cells further, but 
we also must create new infrastructures to bring them to our cars, 
offi ces, and homes.

In a real solar economy, an immense area would have to be cov-
ered with solar cells, which means that it would require us to trans-
port electricity over large distances. We would have to install long 
cables from distant deserts and create major east–west connections 
to carry energy to different time zones. Plans like this face the prob-
lem of high costs, drawn-out procedures, and political complications 
in selecting a route. The Eumena supergrid, for example, based on 
high-voltage transmission of African solar energy, would have to run 
through countries like Libya, Algeria, and Tunisia; that would create 
new dependencies.5

The entities in the energy triad are communicating vessels. When 
we would like to diminish the need for long-range links, we have to 
raise the effi ciency of local generation and storage of solar energy so 
that less energy needs to come from elsewhere. Electricity doesn’t 
seem the optimal medium in two of the three sides of this triad. 
Transport of electricity over longer distances is cumbersome, and it 
introduces stability issues, as described in the previous chapter. A con-
tinental or even global network of long-distance power connections 
would increase sensitivity to shocks within electricity systems. Elec-
tricity can’t be stored very well either. This is a serious shortcoming 
in view of the intermittent character of solar radiation. The sun has 
often set by the time people turn on their televisions in the evening. 
Batteries and water reservoirs are by no way suffi cient to smooth out 
variations in daylight and energy use. Breakthroughs in these fi elds 
are clearly necessary.

Another signifi cant challenge is the large-scale production of 
solar cells. Most technologies become cheaper with mass production, 
as miniaturization reduces material costs and the price of machines. 
That happened, for example, with central-heating systems. Some-
times, such mass production is reached by an increase of scale, which 
also makes technology cheaper. That’s long been the secret of success 
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for power plants. In the case of solar cells, however, neither strategy 
works. If you miniaturize the surface area of solar cells, you capture 
less light. And if you scale the technology up, you simply need more 
materials. There is no such thing as Moore’s law for solar cells. The 
same goes for many other forms of renewable energy, such as wind-
mills or hydropower. The yield is directly proportional to the surface 
area of the solar cell, the amount of material used for a windmill, or 
the area of the water basin.

Raw materials are a bottleneck for solar cells, as producers can’t 
turn them out fast enough. Since 2007, more silicon has been used in 
the production of solar cells than in that of microelectronics, rapidly 
leading to shortages of the precious silicon wafers. The shortage has 
taken on such acute proportions that some silicon manufacturers now 
refuse to sign contracts for periods of fewer than 10 years. The com-
panies that build the machines required to produce solar cells can’t 
keep up with demand either. As a result, anyone wishing to set up a 
solar cell factory has to wait for up to several years to get hold of the 
necessary equipment and materials. If we were to shift to a really sig-
nifi cant level of solar power, we would have to fi nd a technology that 
is more easily scaled up with materials that are readily available in 
large amounts and machines that don’t need operators with 5 years of 
university education. One breakthrough might be the use of conduct-
ing polymers to produce lightweight and fl exible solar cells. These can 
already be printed in roll-to-roll processes at speeds that exceed the 
throughput of any other solar technology by far. Although state-of-
the-art polymer solar cells currently achieve power conversion effi -
ciencies of about 6 percent, the technology is still in its infancy. There 
are promising ideas for increasing that effi ciency.

WINDMILLS

Many of the drawbacks of solar energy also apply to the large-scale 
use of wind power. All three legs of the energy triangle need to be 
strengthened for many of the same reasons as is the case with solar 
energy. Wind is a variable and dilute form of energy that requires 
large surfaces, long-range networks, and mass storage if its use is to 
increase substantially. Unlike solar power, wind energy is very much 
a mature technology. Tremendous advances have been made since 
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Dutch engineers began to use this technology in the seventeenth cen-
tury to drain their low-lying country and create new habitable land. 
Today’s windmills can harvest 50 percent of the energy carried by the 
moving air, which is very close to the theoretical maximum of 59 per 
cent.6 The drive to improve the technology has thus been successful. 
The latest models don’t have to be shut down in high winds, and fl ex-
ible materials and designs have improved performance under a wide 
range of conditions. The improvement in reliability and maintenance 
is equally impressive. Taken together, these advances have brought 
the price of wind energy within range of the electricity generated by 
gas-fi red power plants. Windmills have truly come of age. There’s not 
much room for further refi nement. So we can’t expect a substantial 
decrease in cost per unit of power. Yet the yield is still less than half 
the output of modern photovoltaic cells when deployed over the same 
area of land.7 If solar cells continue to improve, they will outperform 
windmills.

Despite its impressive growth, wind power still constitutes only a 
small percentage of any single country’s electricity supply. Sparsely 
populated and windy Denmark holds the world record, with 20 per-
cent of its electricity generated by the wind. That’s about as high as 
you can get. It is increasingly diffi cult to fi nd suitable locations for 
new installations, which means extra growth will have to be achieved 
by shifting to less favorable locations. We simply can’t imagine a wind 
economy in which more than half our industrial power is provided by 
windmills, as was the case in the Netherlands in the seventeenth and 
eighteenth centuries. Wind power is, as we said, a mature technology 
with the potential to deliver only a modest proportion of our total 
energy requirement.

HYDROPOWER

The hunt for suitable sites is also an issue for hydroelectric power. 
The necessary reservoirs require large tracts of land, and building 
hydroelectric dams often displaces local populations. Between 40 and 
80 million people were obliged to relocate in this way in the twenti-
eth century. And if you compare the surface area of these reservoirs 
with the power they help to generate, hydroelectricity frequently 
performs less effi ciently than tapping the sun’s rays directly. Many 
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dams achieve only a tenth of the wattage per square meter offered by 
solar cells. But there are major differences between individual hydro-
electric plants. The Three Gorges Dam currently being constructed 
in China will require less space per unit of output than solar cells 
do. Hydroelectric reservoirs are also less environmentally friendly 
than you might think because of the gases they give off. Rotting 
plants often release considerable volumes of methane—a more pow-
erful greenhouse gas than carbon dioxide—into the atmosphere. As 
a result, some dams contribute just as much to global warming as 
conventional power stations of a similar output. Another drawback 
is that capacity declines over time because a great deal of sediment is 
left behind in the reservoir. And the immense weight of all that water 
can affect the geological balance in unpredictable ways, increasing the 
likelihood of earthquakes.

Therefore, not everybody views hydroelectric power as a renew-
able source of energy. Things were very different in the 1960s and 
1970s, when thousands of dams were built—500 a year throughout 
those two decades. In the United States in recent years, more dams 
have been dismantled than have been constructed, which is easier said 
than done, as they were seemingly intended to last forever. The build-
ers of several dams failed to consider that the reservoirs would have 
to be emptied once they came to the end of their useful life. It’s a 
common pattern when it comes to our energy supply: The possibility 
that ideas and needs will change is simply ignored. The reservoirs of 
hydroelectric plants are like bathtubs without a plug. Consequently, 
holes now must be drilled laboriously through the thick concrete 
walls of several decommissioned dams.

One of the great benefi ts of hydroelectric power is that it has a 
very strong storage leg in the energy triangle. Hydropower can help 
smooth out fl uctuations in energy consumption. A full reservoir 
can be used to generate electricity whenever you like because a tur-
bine can be activated in a matter of seconds in response to prevailing 
demand. For that reason, water power is ideal for backing up the out-
put of wind turbines and solar cells. If the wind dies down or clouds 
weaken the sun’s rays, the power company can increase hydroelectric 
output, which means hydroelectricity could potentially contribute to 
the growth of other green energy sources, too.

In an energy economy that relies primarily on solar energy, water 
reservoirs don’t store enough power to level off fl uctuations. There 
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are simply not enough mountains to extend this function much fur-
ther. Little further expansion would be possible because the most 
attractive locations have already been taken in most regions with the 
exception of Africa.

Dams, however, have another important function. They can help 
mitigate fl uctuations in water consumption, which could make them 
doubly attractive in African countries, where several promising loca-
tions are available (see chapter 1.1).

GEOTHERMAL ENERGY

One source of sustainable energy has been systematically over-
looked, maybe because of the devastating power it unleashes when-
ever it comes to the surface. Volcanoes spew out immense amounts of 
energy in a short space of time and with tremendous violence. There 
are several fortunate places around the world where Earth’s natural 
heat is conveyed upward in a much less disruptive manner in the 
shape of hot water. In the Philippines, for instance, a quarter of the 
country’s electricity is generated from geothermal energy. Iceland 
exports the energy it derives from its famous geysers. This kind of 
heat can be found underground elsewhere, too. To exploit it using 
the technology available today, you’d have to create artifi cial geysers. 
Several approaches have been suggested for “enhanced geothermal 
systems” of this kind. In one design, cold water is pumped down a 
specially drilled shaft until it boils; it is then returned to the surface 
in the form of steam via another shaft. These shafts must be really 
deep, though, penetrating up to 10 kilometers below the surface of 
the earth.

Geothermal energy would slot perfectly into our present energy 
infrastructure. A considerable amount of energy can be derived from 
a single source, making this an attractive way to generate electricity.

The construction of artifi cial geysers has been tested in France, 
Australia, and Switzerland. The largest example is operated commer-
cially at Innamincka in South Australia. It has already generated its 
fi rst power and will produce 50 megawatts by 2012—enough for a 
town of 50,000 inhabitants. Geothermal energy is extremely promis-
ing; the interior of the earth is an energy resource on a scale capable 
of servicing our entire civilization for millennia to come.8 But there 
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are still major challenges to overcome. The injection and heating of 
water risk triggering earthquakes—something that has already hap-
pened in Switzerland. We also lack experience when it comes to drill-
ing hot impermeable rocks like granite, which oil companies have 
traditionally avoided because they don’t contain any oil.

In the energy triad, the legs of storage and transport are read-
ily available for geothermal energy. That is, the energy source is in 
fact an enormous reservoir from which heat can be extracted as it is 
needed. Unlike solar and wind power, it is available round the clock, 
in all seasons, and could be readily regulated. And the distribution 
fi ts seamlessly in our centralized power infrastructure. However, the 
leg of generation, or in this case extraction, is not mature yet. But 
this could change. A breakthrough in drilling technology and tech-
nologies that can transform heat into consumable energy could make 
large amounts of energy available in the next 20 years. This energy 
source doesn’t appear in long-range energy scenarios because it is 
not economical to use with our present technology. But radical cost 
reductions are not uncommon for a novel technology. What’s more, 
scaling the technology up would further decrease costs, as many of 
the tools for drilling holes can be reused. A geothermal economy is 
not less promising, therefore, than a solar economy.

NUCLEAR POWER

Like geothermal power, nuclear energy has the advantage that it 
dovetails well with our current centralized ways of generating and 
distributing electricity. Power is produced on the same large scale as 
in conventional plants, which means increased use of nuclear energy 
wouldn’t oblige us to reorganize the grid. And nuclear power doesn’t 
contribute to global warming either. However, the pace at which new 
power plants are being commissioned is too slow to keep up with 
the current growth in energy consumption. To double the number 
of megawatts generated by nuclear energy in the next 20 years, we 
would need about 1,000 new power plants. This means that we have 
to build one plant a week. Reducing carbon emissions to any mean-
ingful extent will require at least a tripling of nuclear power. Increas-
ing the share of nuclear power would be extremely expensive. The 
safe reactor technologies developed in the aftermath of Chernobyl 
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and Three Mile Island have made this form of power generation even 
more costly than it was already.

To fuel a carbon-free economy in the long term we should also 
switch to nuclear fuels that are more abundant than the uranium-235 
used in most reactors. There is a reactor type for which the depletion 
of uranium is less of a problem. Breeder reactors make their own 
fuel, which means they operate with a closed fuel cycle. These reac-
tors are powered by the much more common uranium-238. Unfor-
tunately, this technology is also perfect for making nuclear bombs. 
Breeder reactors are more complex than conventional reactor types 
as well, making them even more expensive than other nuclear plants. 
Fear of nuclear arms proliferation combined with the prohibitive 
costs has kept this technology from getting off the ground. We take 
a closer look at the proliferation issue in chapter 5.6. For now, it suf-
fi ces to remark that the construction of a Dutch–German breeder 
plant in Kalkar, Germany, sparked such vehement protest that it was 
never actually commissioned. The concrete structure was eventu-
ally converted into a theme park called Nuclear Water Wonderland 
(Kernwasserwunderland). One key advantage of breeder reactors is 
frequently overlooked—namely, they can be designed in a way that 
minimizes the output of nuclear waste. This justifi es a further devel-
opment of breeder reactors. But to be useful on a large scale, several 
breakthroughs will be needed in reactor safety. Hence, the generation 
leg of the energy triad requires substantial research. In addition, the 
storage leg needs attention, as nuclear power plants are often diffi cult 
to operate with a variable load.

ENERGY CARRIERS

We have to work on all these new technologies to make a transition 
to another energy era possible. The lead time for this kind of tech-
nology is pretty long, so we need to start right away. And we’ll have 
to work on the storage and distribution of that energy as well. That’s 
particularly clear when we think about the energy use in cars, trains, 
and aircraft. If we want to make our transport carbon-free, we’ll need 
to fi nd alternatives for gasoline, diesel, kerosene, and jet fuel. That’s 
the subject of the last part of this chapter. Important breakthroughs 
are necessary here because few alternatives are available. In the pre-
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vious chapter, we mentioned fuels derived from biological materi-
als such as algae as a transitional solution. Eventually, only small 
quantities of biofuel can be produced in a sustainable way, as we 
argued. There are few other possibilities. The most obvious is the 
use of electricity, as most of the innovative forms of energy that we 
have mentioned in this chapter generate electricity. But electricity is 
extremely hard to store on a large scale. The storage leg in the elec-
tricity triad is virtually lacking. The energy density of a battery lags 
far behind that of gasoline. And the price per stored unit of power is 
still extremely high. We may be able to store enough power in bat-
teries for electric cars, but large ships and aircraft will continue to 
require some other kind of portable energy carrier for several more 
decades at least.

The other possibility is to synthesize fuels. Hydrogen is the most 
obvious candidate, as it can easily be produced using electricity, just as 
in secondary school electrolysis experiments. When an electrical cur-
rent is passed through water, oxygen and hydrogen are given off. But 
electrolysis is not very effi cient: 30–40 percent of the energy is lost 
in the process. The technology involved is expensive, too. Electrolysis 
systems need to become much cheaper.

The benefi t is that hydrogen is much easier to store than electric-
ity. It closes that side of the energy triad. It’s extremely light, too: 
1 kilogram of hydrogen contains almost three times as much energy 
as the equivalent amount of gasoline. Liquid hydrogen was chosen to 
fuel the Space Shuttle precisely because of this considerable weight 
saving. Cars can benefi t in the same way. Hydrogen is especially use-
ful for road vehicles when combined with fuel cells. In a highly effi -
cient process, fuel cells generate electricity from hydrogen, which is 
then used to power an electric motor. Fuel cells are more effi cient 
than internal combustion engines. But before that, a major advance 
will be needed to make fuel cells cheaper; we have to get them down 
to about a tenth of their current price. Part of the high cost is due to 
the fact that the cells require platinum. The scientifi c challenge is to 
develop new techniques that make fuel cells that are cheap and can be 
produced on a really large scale. But we still have a long way to go. A 
technical breakthrough is also required in terms of hydrogen storage. 
Hydrogen may be light, but it takes up too much space. Hydrogen is 
a rarefi ed gas, which means it has to be kept under high pressure to 
squeeze a suffi cient amount of it into a small tank.
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Long term, hydrogen holds out the prospect of truly clean trans-
port. Signifi cant breakthroughs will be necessary, however, before it 
can genuinely bring about greener mobility. The main challenges lie 
in the effi cient production and compact storage of hydrogen. This is 
an area where we have to explore really new ideas that require long-
term research. New ideas can be found at the forefront of chemical 
research.

We turned to Johannes Lercher, professor of chemical technology 
at Munich University of Technology. He proposes a novel technology 
that turns coal into hydrogen. Coal is found in many more locations 
than oil is, he notes: “There’s enough fossil carbon to last another 
600 to 1,000 years. So we need to develop the technology to turn 
coal into a sustainable energy source. The problem with coal is that 
it yields less energy per unit of carbon than either oil or natural gas. 
So at fi rst sight, it’s not exactly an energy source that can serve us in 
the postcarbon era. Energy companies are developing techniques for 
capturing the CO2

 and pumping it back into the ground, but that is an 
expensive and energy-intensive process.”

Lercher proposes a revolutionary technique for processing coal 
while it is still underground by building a kind of chemical plant 
deep within the seam itself. “The idea is to gasify the coal in situ, 
creating hydrogen and carbon dioxide, which you then separate 
using a fi lter. You bring the hydrogen to the surface, and you leave 
the CO2

 underground.” Oil companies are already experimenting 
with underground techniques but only in oilfi elds. The principle is 
somewhat more diffi cult in a coal seam. First, you have to make 
the coal porous so that you can gasify it underground. One way of 
doing that, Lercher suggests, might be to use ultrasound. Another 
problem is the high temperature needed for conversion. An under-
ground coal seam is generally less than 100 degrees, whereas gasifi -
cation requires temperatures in excess of 300 degrees. “You can get 
that temperature down using catalysts. If we can develop the right 
ones, catalysts could lead to a breakthrough in this technology. We 
could then convert coal into hydrogen underground, which would 
be fantastic.” Catalysts are substances that facilitate a chemical 
reaction without themselves undergoing any change. They enable 
us to carry out processes at a lower temperature or more conve-
nient pressure. And deep underground, they might help us produce 
hydrogen.9
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This option is obviously still far off. But it promises a higher effi -
ciency for hydrogen production than electrolysis can offer. An option 
for the storage of hydrogen is suggested by the research of Danish 
colleagues of Johannes Lercher. At the University of Lyngby, an idea 
has been developed to store hydrogen.10 As long as it is diffi cult to 
store hydrogen in a small volume, and hence, to take it with you, its 
use will remain limited. Hydrogen must become much denser before 
it can fl ow with some chance of success through our societies. One 
way of making hydrogen denser is incorporating it in larger mol-
ecules. Ammonia (NH3

), for example, can be stored in much denser 
form than hydrogen. The hydrogen content is three times as high 
as hydrogen that is stored under the very high pressure of 300 bar. 
Making ammonia from nitrogen in Earth’s atmosphere is one of the 
oldest, most widespread, and best optimized processes in the chemical 
industry; these processes now produce 100 billion kilograms of fertil-
izer a year. The hydrogen is released as soon as ammonia is decom-
posed again. That would make hydrogen available in its pure form so 
that it can be burned or used in a fuel cell to generate electricity. The 
resultant nitrogen may be safely released back into the atmosphere, 
or it can be reused in a new cycle of energy storage. The effi ciency of 
this cycle may be approximately 80 percent.

As ammonia is very noxious, it’s not suitable for transport. But 
the idea of incorporating hydrogen in larger molecules can be taken 
broader. Hydrogen can also be combined with carbon dioxide. Chem-
ists in the German town of Rostock are pursuing this idea.11 It is more 
complex than the use of nitrogen because we still have no technol-
ogy to extract carbon dioxide directly from the air with suffi cient 
effi ciency. The diffi culty is its low concentration. It constitutes only 
0.038 percent of the air in our atmosphere, whereas nitrogen consti-
tutes 78 percent. But it is possible to extract carbon dioxide from the 
exhausts of power plants. This is now done at some places for carbon 
capture and storage (CCS) to reduce the emission of carbon dioxide. 
But instead of storing it underground in empty gas reservoirs, the 
captured carbon can be given a second life as energy carrier. In a later 
stage of development, carbon dioxide may be extracted from the air.

Hydrogen and carbon dioxide can be converted into formic acid 
(HCOOH). This reaction has long been studied, and effi cient pro-
cedures are available. It produces a liquid that can easily be stored 
and transported. It contains twice as much hydrogen as compressed 
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hydrogen at 350 bar pressure. It is less fl ammable than gasoline or 
ethanol. And it’s not noxious; in small quantities, it is even allowed 
as a food additive in the United States. To release the hydrogen again, 
HCOOH can be decomposed into hydrogen and carbon dioxide.

One step further would be the conversion of hydrogen with carbon 
monoxide to gasoline-like hydrocarbons. That would close the carbon 
cycle. By burning fuel, we get carbon dioxide, which can in turn be 
converted into fuel. Carbon dioxide extracted from air is eventually 
returned to air. It would cost energy, of course, but this can be gener-
ated with solar cells, geothermal sources, or other sustainable tech-
niques. The synthetic fuels would close the energy triad, offering a 
possibility for storage and transport.

The process to make synthetic fuels was invented in Germany in 
the 1920s to produce an ersatz fuel based on gasifi cation of coal, which 
meant Germany no longer had to import petroleum. Nowadays, it is 
used on a signifi cant scale to produce liquid fuels from natural gas 
or biomass. The challenge is to reach the same level of selectivity, 
effi ciency, and fl exibility that we have accomplished in a century of 
development of fossil-based petrochemistry.

There is still a lot of development necessary before these ideas can 
be put into large-scale practice. But many elements are already avail-
able. Surely, the use of hydrogen isn’t an option that we can imple-
ment tomorrow. In the previous chapter, we highlighted the diffi culty 
that the transition to an entirely new fuel like hydrogen would 
pose for our transport systems. It might, however, be a possibility 
for the long term, provided that the necessary breakthroughs can be 
achieved. However, 20 years from now, renewable power will still not 
be the dominant element within our energy supply. The diffi culties in 
upscaling new energy technologies and closing the energy triads are 
too big for that. Without closing the energy triads, the transition to 
another energy era will not be gradual but an uneven process driven 
by external stimuli. Society will have to pay constant attention to 
these new energy sources. There is also much technological develop-
ment needed to achieve all this. The introduction of new technologies 
will require an enormous effort in creativity and capital. This will 
require bold actions of politicians. For now, there is enough energy, 
and climate change hasn’t yet hit hard enough to make action inevi-
table. Everywhere in the world, new coal-fi red power plants are still 
being built. That is terrible proof of the indifference of politics.
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If we can succeed in reversing that indifference, there is plenty of 
scope for new growth. In our view, the greatest long-term potential 
may be offered by geothermal energy in combination with solar and 
supplemented by a modest amount of wind power. New chemical pro-
cesses can then close the energy triad. If we don’t succeed, our grand-
children will have reasons to worry. Energy is the basis of everything 
we do—not just energy for production or transportation but also as 
feedstock for the chemical processes that produce everything from 
plastic to pharmaceuticals. The continuous supply of energy is one of 
the greatest challenges humanity faces.



Volkswagen’s new car plant is located more or less in the center of 
Dresden, Germany. Through its glass shell, you can watch the fi t-
ters from the street as they work at the production line. On another 
storey, robots spray the car bodies in bright colors without a single 
splash of paint winding up on any of the windows. Back in the twenti-
eth century, it was customary to push factories beyond the city limits 
because they were too dirty to share our living environment. Today, 
clean, attractive, and compact factories are fi nding their way back. 
Production techniques have reached such a state of perfection that 
we’re eager for them to be seen. Factories and houses can once again 
stand side by side. A hundred kilometers away in Leipzig, BMW has 
also made a symbol of this kind of modern, clean manufacturing. The 
production line at the company’s new plant runs straight through 
the cafeteria. Cars fl oat above the tables as lunch is served below. The 
automotive industry’s production techniques are every bit as clean 
nowadays as those of the fi rms providing the food on the workers’ 
plates.

Cars are only one example, but they are an icon of our industry. 
Every last detail of their production process has indeed been fi ne-
tuned. Yet the cleanness of its production is only superfi cial. It hasn’t 
resulted in the perfect car. Far from it: Motor vehicles continue to 
impose an ever-heavier burden on the environment. It takes more 
raw materials to produce one now than it did 20 years ago, and cars 
still use the same amount of fuel for every kilometer they travel. 
That simply can’t continue if we still want to visit friends on the 
other side of the country two decades from now. Breakthroughs 
are needed that will make cars more energy effi cient and environ-
mentally friendly. And the same goes for other modes of transport, 
such as trains, aircraft, and ships. Apart from further inventions, 
we’re going to need entirely new materials, construction methods, 

2.4

SUSTAINABLE MATERIALS
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and  production  techniques if the boundaries are truly to shift. The 
question is whether our industry still has the necessary fl exibility to 
achieve any such breakthrough.

A CAR IS A CAR IS A CAR

Designers have invested thousands of hours in every component of 
the modern car, perfecting the form, choice of materials, and manu-
facture of even the tiniest part. In so doing, however, they have lost 
sight of the bigger picture. Ton Peijs, professor of materials at Queen 
Mary University of London, fi nds that incomprehensible. He cites 
the example of painting techniques: In the latest car factories, robots 
spray the fi nal layer of paint—the shiny one—with extreme preci-
sion. The car is electrically charged so that the paint is applied evenly 
to the bodywork. “It’s been optimized down to the last detail, and 
the result is a car that positively gleams. It could be done differently 
with much lower cost and less environmental impact, but that would 
mean changing the entire production process.” Body panels for cars 
could be made out of thermoplastics with which the desired color 
could then be mixed. But you can’t introduce a change like that by 
simply adjusting one element of the production process. The entire 
assembly sequence would have to be altered, requiring the kind of 
fundamental reorganization that can only be achieved by building 
completely new factories. That has, in fact, already occurred: German 
carmaker Daimler built a brand-new plant to manufacture its Smart 
model, which features a large number of plastic body panels. It’s a 
substantial investment, especially when you’re not certain whether 
consumers will accept a car that looks so different. “Using precolored 
plastic panels results in a matte fi nish we’re not used to seeing in 
cars,” Peijs explains. “It’s also extremely diffi cult to match the color 
of the panels with that of the metal components, which is why Smart 
cars deliberately use plastic elements of a totally different color.”

Car manufacturers nowadays construct different types of cars on 
the same production lines, but that doesn’t mean that changes can be 
made easily. On the contrary, it poses constraints that are anything 
but fl exible. The layout of the new BMW plant in Leipzig illustrates 
how rigidly production is organized. The different models made on 
its production line are built in precisely the same way, in the same 
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order, even if the components are different. Each car gets its color, 
its dashboard, its wiring, and its seats at the same place, and that will 
also be the case 10 years from now, even though different models 
will no doubt be rolling off the line by then. An engineer who would 
like to cast the wiring into the chassis has no chance of ever seeing 
that done, any more than a designer has who wants to manufacture 
the chassis and body as a single unit. Changes like that would change 
the sequence of operations, which automatically rules them out. The 
principles of manufacture are generally fi xed before the engineers 
even start to think about the next model of car.

Even a brand-new factory tends to adopt ideas wholesale from 
its precursors with few fundamental changes. Surprisingly little has 
changed since Henry Ford set up his fi rst production line. New types 
of engines hardly get looked at because gasoline and diesel designs 
have been evolving for more than a century now. Imagine what a 
Stirling engine might look like today if the entire world had devoted 
a similar amount of time to improving it.

Engineers only deviate from their manuals when strictly neces-
sary. Experience is passed on and continually developed, making it 
progressively more diffi cult to take an alternative path. This lack of 
fl exibility acts as a drag on the industry’s evolution. The way a car 
is manufactured has already been fi xed for the decade ahead. Only 
the individual components can still be altered, and so that is what car 
designers focus on.

DIVERSITY ISN’T ALWAYS GOOD

This focus on individual components means that the car has become 
a jumble of materials and techniques. Much of the steel has been 
replaced by plastic, which is lighter and in many cases cheaper and 
easier to manufacture. Ton Peijs points out that a different plastic is 
often chosen for each component: “Cars frequently include compo-
nents made of twenty-fi ve or more different types of plastic, which 
makes them diffi cult to recycle. We are making progress in this fi eld, 
as this number tends to be limited in newer cars. Still, steel cars were 
far better in that respect. You had a single material that could be eas-
ily melted down and reused. We need to reduce that diversity further; 
otherwise, recycling will remain too complicated.”
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So far, only limited success has been achieved in that regard. Audi 
and Jaguar are trying to develop cars that are substantially constructed 
from aluminum, but that particular metal is expensive, and it dents 
easily. BMW and Mercedes are working on a car that uses only a few 
different types of plastic. Even then, frequent exceptions turn out to 
be necessary, such as reinforcing the plastic with fi berglass in certain 
places. The resultant material is harder rather than easier to recycle. 
For its part, Toyota is pinning its hopes on biodegradable plastics and 
composites, which Peijs considers equally naive: “It doesn’t close the 
material cycle. You lose the amount of energy that is contained in 
the plastics. And why would you want to compost a car at the end 
of its life? No one has a clue what we would do with that amount of 
biodegradable material. It’s full of additives that no farmer will like 
to have on his land. You have to think these things through properly; 
otherwise, there’s no point.”

The variety of materials in cars is steadily increasing. Experts are 
developing ever more specialized synthetics, Peijs explains: “They’re 
working on synthetics that are transparent, conductive, fi re resistant, 
strong or light, or which offer a combination of those properties. The 
trend is toward smart additives, which you use in small amounts to 
precisely adjust the material’s properties according to the specifi c 
component you want to make. But that means you can’t recycle them 
anymore. It is possible, however, to alter the physical characteristics 
of plastics without changing their chemical composition. That’s a bet-
ter solution.” Peijs mentions a type of polypropylene developed at the 
beginning of the century. It is reinforced with fi bers that are them-
selves made of polypropylene. Another possibility is to produce fi bers 
that are thinner—around a nanometer across. In that case, you need 
fewer additives to achieve the same strength. Reducing the amount of 
added fi ber also makes it easier to recycle.

LIGHTER MATERIALS MEAN HEAVIER CARS

The rise of plastics doesn’t mean that vehicles have become any 
lighter. Although components and materials have been improved in 
thousands of ways over the years, designers tend to seize on every 
improvement as an opportunity to add even more extra features. It’s 
always easier to do that than it is to alter the entire concept of a car. 
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As a result, the performance of the car as a whole didn’t improve. The 
pattern is most obvious when we compare different generations of the 
same model. Some cars are produced over several decades, allowing us 
to track their evolution from one generation to another. Metal parts 
have become thinner over time as design methods became smarter, 
and many models have experienced the gradual replacement of metal 
with plastics. New features include soundproofi ng, electric seat con-
trol, and power steering. Safety was increased by reinforcing the 
bodywork and by adding seat belts, headrests, and air bags. Weighty 
climatization adds to that. As cars became heavier, they needed better 
brakes and more powerful engines, which also weigh more. Cars in 
Europe have been gaining weight at an average rate of 4 kilograms 
a year. Over a 20-year period, the Toyota Corolla and the Vauxhall 
Cavalier/Opel Vectra have gained more than 40  percent in weight, 

Cars are made of lighter materials than they were a few decades ago, but that 
hasn’t stopped them from getting heavier. Effi ciency gains have been system-
atically used to make cars safer and more comfortable with the result that fuel 
consumption has remained roughly the same. The challenge now is to rethink 
car design in a way that improves the functionality and at the same time reduce 
fuel consumption. Source: Peijs, T. (2009). Personal communication.
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and Volkswagens have gained as much as 50 percent. The power 
requirement has risen accordingly. A car that doubles in weight uses 
almost twice the amount of fuel, wiping out all the gains of more effi -
cient engine technology.1 That’s why cars still use the same amount 
of fuel per kilometer as they did 10 years ago despite all the technical 
advances in engine technology. Total energy consumption has actu-
ally risen: There are more cars, and they all clock up more kilometers 
per year.

“We have to break that trend toward steadily heavier cars,” Peijs
insists. “It would be a real breakthrough if we could produce lighter 
and simpler cars in the next 20 years, reversing the spiral of increas-
ing weight. Lighter bodywork means you can also have lighter axles, 
wheels, and engines. You could actually halve the weight of the car. 
Less weight means lower fuel consumption, better acceleration, and 
higher speeds. On a global scale, it would save an immense amount of 
materials and energy and would also result in better cars.”

NATURE HAS LEARNED TO BE VERY SMART

Lots of engineers have been turning to biology as a potential source 
of change. “It’s extremely inspiring to look at nature,” Ton Peijs con-
fi rms. “Nature is smart.” Emulating the natural world has become 
something of a craze among engineers, who are desperate to fi nd 
out how caterpillars crawl, how trees bend, how insects fl y, and how 
geckos grip. Nature has found elegant solutions for all sorts of tech-
nical problems with only the strongest, lightest, most sustainable, 
and economical forms winning the battle for survival. These solu-
tions—developed over millions of years—are invariably the best and 
are environmentally friendly to boot. Anything inferior has died out 
along the way. So why reinvent the wheel?

Peijs points to seashells as an example. Only 5 percent of a shell con-
sists of polymers, with the remainder formed around them from chalk 
and other minerals. Together, the result is 3,000 times stronger than 
regular chalk. “We’re nowhere near that; it’s extremely diffi cult to copy,” 
Peijs admits. “Shellfi sh, algae, and trees frequently produce better mate-
rials than we’re capable of. That’s why we need to learn from nature.”

Nature sells, too. Mercedes designers advertise the fact that they 
drew inspiration from the trunkfi sh, and BMW has used sharkskin 
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to market its improved streamlining. Opel, meanwhile, highlights 
parallels between the way trees grow and the engine suspension sys-
tem it developed for its Astra range. Continental promotes a car tire 
inspired by the legs of that master climber, the tree frog. The parallels 
with nature are often a little superfi cial, but they plainly make for 
good marketing.

SLAVISH IMITATION

“Nature’s smart solutions are sometimes imitated rather unintelli-
gently,” Ton Peijs admits. “Engineers often focus too much on mim-
icking nature rather than on studying its underlying principles and 
methods and then applying them to their own designs. But that’s 
what you need to do if you’re going to take ideas from nature and use 
them in a different context. It’s about more than just slavish imita-
tion.” Nature doesn’t work in the same way as engineers, who prefer 
to think in terms of physical properties—choosing materials accord-
ing to their strength, fl exibility, or resistance to wear. They like to 
use high-performance materials to produce high-quality products, 
whereas natural materials often have much humbler properties. 
Nature, you might say, focuses on smart design techniques rather 
than on high performance. It takes a weak material and makes it 
rigid, for instance, by adding reinforcement in precisely the right 
spots. “Shape is cheaper than material,” as Peijs puts it. “That’s an 
important natural principle. Nature uses materials that we would 
call inferior and moulds them in the right structure to give it supe-
rior properties. There’s more to be gained through smart design than 
there is by developing better materials.”

Complexity is another principle of nature. Peijs cites the exam-
ple of bones: “Everything is built in. They’re self-healing, they have 
embedded sensors, and they’re constructed with nanoprecision using 
fi ber reinforcement to deliver extra strength precisely where it’s 
needed. You can organize their structure into seven hierarchical lev-
els, each with different mechanisms that determine the bone’s prop-
erties at that particular scale. All the elements are closely interrelated. 
It would be a major breakthrough if we could emulate that. Our 
materials have a maximum of three levels of scale and are frequently 
optimized in terms of a single property such as rigidity or strength.”



90  EARTH

Nature doesn’t rely on a single recipe to produce its structures. 
Instead, it can call on an almost unimaginable variety of solutions. 
Nature tries out alternative designs by means of random mutations. 
As we saw, human beings have standardized manufacturing methods 
to such an extent that cars are now produced in exactly the same way, 
no matter what they look like or what specifi c characteristics they 
are given. Nature teaches us that we should make the logistics in a 
car factory less rigid so that it is easier to try out different design 
concepts.

“Nature is economical, too,” Ton Peijs adds. “If it comes up with a 
lighter construction, it does so precisely in order to make an organism 
lighter—enabling it to move faster and use less energy. Whenever 
we come up with a lighter material for car manufacture, by contrast, 
we seize on it as an opportunity to pack the vehicle with even more 
luxuries.” On the downside, nature can be slow, which is perhaps the 
greatest challenge facing designers who look to it for inspiration. It 
takes months to weave the precise structure of a seashell. A car fac-
tory can’t afford to wait that long. “We need to take what we see in 
nature and then reproduce it at a faster rate. Otherwise, it’s not worth 
our while. The great challenge,” Ton Peijs concludes, “is to speed up 
that slow, natural process of creation.”

Nature continues to outperform us. It produces materials and uses 
construction concepts that are superior to our own. That means we’ve 
not exhausted the potential for improvement. But we’re going to have 
to tap that potential more effectively if we’re serious about reversing 
the ever-increasing burden we’re placing on our environment.



2.5

CLEAN FACTORIES

If you ask a child to draw a factory, you’ll most likely see a picture of 
huge chimneys pouring out dark smoke. Adults might come up with 
associations like explosions, barren industrial estates, and wasted 
energy and raw materials. Chemical plants, with their endless pipes 
and weird smells, have a particularly bad name when it comes to 
damaging our soil and atmosphere. Chemistry today is—we have to 
admit—far from ideal. Many of the industry’s perceived sins relate 
directly to its gigantic size. You only have to look at our power sta-
tions or the factories that produce our plastics: They’re growing big-
ger all the time. They often need huge cooling installations to get rid 
of all the excess heat. This is just another way of saying that they use 
far too much energy.

Bigger plants bring bigger dangers. Things can go very badly 
in a large installation. The repercussions of an accident can be dra-
matic, which is why safety is such a key feature when designing 
them. But that imposes restrictions on the installation’s operations. 
It often means that we have to operate the processes far from the 
optimum. Operators need to play it safe at the expense of additional 
material and energy consumption. Truckloads of by-products must 
be removed—often in such vast quantities that there’s hardly any 
useful purpose they can serve. In classic refi ning techniques, for 
instance, it’s hard to adjust the ratio between light and heavy oil 
products. If you need a lot of gasoline, you end up with an excess of 
fuel oil, or vice versa.

Increased scale has long been the chemical industry’s watch-
word and for compelling technical and fi nancial reasons. A large 
vessel, for instance, is easier to insulate than a small one. There are 
other arguments in favor of large scale: Investment costs, person-
nel levels, maintenance, administrative costs, and land use have all 
traditionally been lower per unit of product in a big plant. Until 
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recently, it’s always been an issue of bigger meaning more effi cient 
and cheaper.

Nowadays, however, the classic approach is incresingly unnec-
essary. The gains to be achieved through upscaling are steadily 
diminishing, and the logistics associated with ever-larger plants are 
mind-boggling. The drawbacks of scale are begining to bite. Ethylene  
crackers, for instance, are so big these days that the construction of a 
single installation immediately disrupts the global balance of supply 
and demand. Competitors need to market their products jointly so 
as to distribute capacity evenly and avoid excessively large jumps in 
output. That’s one of the reasons for the ethylene pipelines that link 
production locations all over Europe.

Decades of technological development have brought more effi cient and 
cheaper chemical processes, such as here for the production of ammonia, 
one of the most used processes on the globe. Increased scale has brought 
many of these improvements. However, the drawbacks of scale are beginning 
to bite. The challenge is now to decrease the size of a chemical plant without 
sacrifi cing effi ciency. Source: Smil, V. (2001). Enriching the earth: Fritz Haber, 
Carl Bosch and the transformation of world food production. Cambridge, Mass.: 
MIT Press.
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SIZE MATTERS

Technical progress means that the advantages of large plants are no 
longer so critical. Better insulation techniques, for example, can also 
benefi t installations with a smaller output. Thanks to advances in 
electronics and process automation, sensors and operating systems 
are not only better but cheaper, too, making them attractive for small 
installations as well. It also means that production at smaller plants 
no longer automatically requires more personnel. So it is perfectly 
possible to decrease the size of a chemical plant without sacrifi cing 
effi ciency. Small vessels have the additional advantage that you can 
bring them to the right temperature faster, as you don’t have to heat 
up such a gigantic volume. There’s greater precision, too; you need 
to apply heat only at the spot where the chemical reaction is occur-
ring. And even when the reaction is violent, you can control it more 
readily on a small scale. These benefi ts tend to become greater when 
the plant is smaller. So why not reverse the size spiral and shrink the 
equipment? The entire panoply of chemical installations can be made 
much smaller. You can miniaturize all the vessels, pipes, and distil-
lation columns that make up a chemical plant—down to the size of 
your hand or even smaller.

Throughout the world, researchers are working diligently to 
create microplants. The idea is to use the same microscopic etching 
techniques that we fi nd in microelectronics. It is now possible to 
construct devices to a precision of a few micrometers. This opens up 
all sorts of new opportunities for downscaling chemical processes. 
Microstructures that are normally used to isolate one electronic 
component from another lend themselves perfectly to carrying 
fl uids. Sensors may also be patterned on silicon. It’s even possi-
ble to etch small moving structures onto a chip. Micropumps and 
micromixers are, therefore, already a reality. The relevant technol-
ogy was signifi cantly boosted by the needs of DNA research. In 
the 1990s, technologists successfully integrated all the techniques 
required for gene analysis into a single microchip. The resultant 
“labs on a chip” have enabled us to automate the many complex 
experiments needed to sequence the complete human genome (see 
chapter 4.2).

Klavs Jensen is one of the pioneering chemists who is taking 
this idea a step further. So far, the approach has only been applied 
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to laboratory equipment; the next breakthrough will be to use it in 
chemical production to create a plant on the scale of a chip. Jensen, 
who is professor of chemical engineering and materials science at the 
Massachusetts Institute of Technology, has set himself the ultimate 
goal of integrating all the stages of an industrial process in a set of 
interconnected devices much like a computer with its display, central 
processing unit, and storage devices. All the familiar processes at a 
large chemical plant—mixing, reaction, and separation—can be per-
formed within a “factory on a chip” of this kind. Jensen says such an 
approach might represent the ideal chemical plant: “If you make them 
really small, you can control chemical reactions drip by drip. You’ll be 
able to introduce exactly the right amount of raw materials. You can 
then remove the reaction products immediately without them react-
ing further and forming by-products. The fi nal product will be of a 
higher quality and will be more sustainable because less material and 
energy will be used.” That’s very different from a large reaction ves-
sel into which you dump everything at once and where the reaction 
products are frequently left behind until the very end.1

MANY DROPS MAKE A RIVER

Microplants are much safer than the large industrial installations to 
which we’re accustomed, Jensen continues. “Even if a microreactor 
were to fail, only a small quantity of chemicals would be released. 
It would be easy to contain, and the defective unit could be read-
ily replaced.” In addition to the safety aspect, the small scale makes 
it easier to perform reactions under optimum conditions. “More 
aggressive conditions can be used. Exothermic reactions tend to ‘run 
away,’ triggering a chain reaction that ultimately leads to an explo-
sion. That’s always an issue, for instance, with oxidation. Reactions 
like that have to be handled with extreme care. Industrial oxidation 
processes are designed very conservatively. A microreactor, by con-
trast, can be operated closer to the point of runaway. In a large-scale 
installation, we’d never dare to do it.”

Excess energy can also be put to better use on the small scale of a 
microplant. Endothermic and exothermic reactions can be combined, 
with the energy released in one reaction fed into another. Another 
advantage of microplants is the greater uniformity of fl uids in the 
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microchip. “That’s because it’s easier for us to measure and control 
a process locally. We can achieve greater precision, which means you 
end up with fewer by-products and can avoid incomplete reactions. 
Increased precision also enables you to perform reactions that can’t 
be done on a larger scale. It creates the possibility of new reactions 
that are too diffi cult for conventional equipment.” The processes 
needed to produce materials like Tefl on are a good example. Tefl on is 
a solid material with unique inertness, resistance to most chemicals, 
and thermoresistance. But the fl uorination process used to manufac-
ture it is highly corrosive and exothermic. The small scale offered by 
microplants would make that process easier to control.

Jensen also cites the crystallization of complex fl uids by phar-
maceutical producers. The precise form of these crystals is crucial to 
their activity in the human body, which means they have to be very 
precisely synthesized. Minor fl uctuations in pressure or temperature 
frequently result in crystals of an entirely different shape. Microre-
actors offer the perfect tool with which to ensure the most effective 
crystal shape. They allow for systematic variation of crystal forms 
and enable new pharmaceutical agents to be designed and tested rap-
idly. This has already become a widespread technology used to auto-
mate trial and error in drug discovery.

The future for miniature factories like this is all the brighter 
when we consider that their small scale also creates fresh strategies 
for rolling out industrial processes. In classic chemical production, 
a new procedure is fi rst tried out cautiously at the laboratory level 
and then gradually scaled up one step at a time until industrial pro-
duction is achieved. In a microplant, you can skip all those steps. To 
increase capacity, you simply raise the number of microplants. This 
can be done gradually by having more and more devices operating in 
parallel. “Rather than building larger and larger structures, it will be 
a question of more of the same. That will make it easier to respond 
rapidly and fl exibly to new developments in the market or to con-
sumer demand,” Klavs Jensen believes. And it won’t be necessary to 
concentrate all those parallel units in one place: “You’ll be able to 
install microplants wherever their products are required. Which also 
means you won’t have to transport toxic intermediate products like 
cyanides. You can manufacture them precisely where they’re needed.” 
Much the same is true for products with short lifetimes. Jensen gives 
the example of the contrast fl uids used in medical equipment like PET 



96  EARTH

scanners, which are normally only usable for a few hours. “Using 
microplants, you could produce them alongside the PET equipment,” 
Jensen says.2

Microplants could even be built into domestic appliances. Washing 
machines could produce their own detergent, and soda siphons could 
make their own soft drinks. Microplants could also be sited at the 
same location as the raw materials. This would create plants capable 
of, say, refi ning oil while it is still in the well. Biomass could be pro-
cessed near the fi elds in which it is grown. “The future lies in smaller 
scale and more precise production closer to where it is needed.” The 
reduced scale of microplants also creates the possibility of an entirely 
different approach to logistics. We currently have centralized manu-
facturing, which pushes us toward uniform production and is vulner-
able to disruption. Microplants will enable us to produce on a small 
scale, close to the end user, and with the ability to adjust rapidly to 
changes in the market or to new requirements.

OVERSEE IT ALL

The real challenge in terms of microplants lies in bringing together 
the different parts of a plant in a single design. The traditional pro-
cedure is to begin by researching the processes and then to design a 
reactor. In many cases, control is little more than an afterthought. 
When it comes to a microfactory, by contrast, everything needs to be 
created in one go. The reactor is the process. Sensors and electronics 
will have to be tightly integrated in the resultant microplant, which 
makes producing chips and microreactors a truly multidisciplinary 
task. “It means bringing in new knowledge from the outside,” Klavs 
Jensen confi rms. “I’ve brought biologists and chemists into my group. 
You need them. You have to learn from one another.” Jensen’s team 
is working on the bottlenecks that hinder progress with microplants. 
“We want to achieve truly three-dimensional structures on a chip. 
The vessels, pipes, and columns that make up a classic chemical plant 
create a sophisticated knot. The layout of a large plant is optimized to 
keep transportation to a minimum. So far, it hasn’t been possible to 
overlay elements within a microplant, which limits the potential for 
optimizing layout.” Processing solid materials and crystallization are 
also diffi cult because solid particles can block the tiny channels.
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The fi rst microplant applications will be in fi ne chemicals and the 
pharmaceutical industry—two sectors in which precision is crucial 
and where output is frequently measured in small quantities. In 
pharmaceutical production especially, precision provides an immedi-
ate payoff. The accuracy offered by microplants might also lead to 
better products when synthesizing plastics. The precise length of the 
synthetic molecules could be controlled, allowing the fi ne-tuning of 
their properties. Klavs Jensen is convinced, however, that microplants 
have much to offer in terms of bulk processes as well, in which out-
put is measured in tons rather than grams. Oxidation processes can 
be performed in a microplant under such favorable conditions that it 
will pay to put large numbers of them alongside each other. The study 
of microplants will also offer fresh insights into how to integrate pro-
cesses, which will in turn make for better designs on a larger scale. 
This, Jensen believes, will enable us to control complicated processes 
more effectively.

This will bring us closer to plants in which everything is totally 
controlled and coordinated with no by-products, excess, or wasted 
energy—a plant that automatically adjusts to the conditions in which 
it’s operating and that is located close to the user. Microplants might 
ultimately allow us to create a “universal factory” in the shape of 
highly versatile devices based on the integration of different com-
ponents on a single chip. A variety of products could then be made 
using just one unit. One day, we might even be able to manipulate 
molecular subunits at will, forming molecules in much the same way 
as a printer produces different types of text.
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Canadian media guru Marshall McLuhan predicted the rise of the 
“global village” back in 1962.1 Time and space, he said, would cease to 
be barriers to communication, enabling people to form relationships 
on a worldwide basis. In the past 10 years, rapid growth in communi-
cation opportunities has validated much of his analysis. All the same, 
the world has not turned into one great village. Whole regions of our 
planet have been excluded, as we can see from the map of the world’s 
Internet connections. The major links bypass the continent of Africa. 
From the Atlantic Ocean, they touch the Cape of Good Hope before 
arcing onward to the Pacifi c, with just the occasional minor branch 
to the African coast. They look much like the trade routes of the old 
Dutch and English East India Companies, in fact. A cable running 
through Africa would be far too vulnerable, even assuming that any 
local people or businesses could afford fast Internet connections in 
the fi rst place. So it is that an entire continent can miss out on the 
communication revolution, causing it in turn to be shunned by the 
business world. Software fi rms develop their programs in China and 
India rather than in Cameroon.

A denser network of communications could give people a greater 
opportunity to participate in the global economy. It might also give 
them more control over their water supplies or provide them with 
early signals of global change. Many other problems that humans 
face are technical in nature, as are the tools we need to confront 
them. Microelectronics offers tools to better monitor our health. 
And more fl exible, error-aware computers could steer us away from 
crises. We need tools that are responsive and ubiquitous. We need 
to measure and control larger areas on a shorter timescale and with 
much greater accuracy than is currently possible. We still don’t have 
enough sensors to monitor our climate or imminent earthquakes. 
We consume too much energy and too many raw materials in our 
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 manufacturing plants because we don’t know how to control the 
processes more accurately. New tools could allow us to keep our fi n-
ger on the pulse and respond quickly if things threaten to go wrong. 
Infl uencing the fate of humanity is not simply a question of the big 
picture and long-range forecasts; it’s also about remaining alert to 
small changes.

Attempts to improve our tools have always sparked anxiety. Human 
history is full of warnings that new technology will do us irreparable 
harm and ultimately enslave us. Socrates cautioned against writing, 
and it was also argued that the invention of printing would change 
us beyond recognition. And it probably did, too, though not in the 
way feared by late-medieval ecclesiastical leaders. Our own age also 
displays deep-seated fears of humankind’s tools taking over. Ameri-
can molecular scientist Eric Drexler, for instance, has postulated that 
molecular systems could reproduce, eventually creating a new type 
of self-replicating nanorobot.2 This replication, he fears, could occur 
so rapidly if suffi cient raw materials were available that swarms of 
nanorobots would soon be spilling out of every hole, crack, and pore, 
devouring the matter around them like single-celled organisms and 
churning out fresh copies of themselves at lightning speed. Thou-
sands—and before long, billions—of nanorobots would spread across 
Earth voraciously consuming everything in their path. Drexler’s sup-
porters calculated that the entire planet could be stripped bare in this 
way in less than 3 hours, turning everything into “gray goo.” Within 
180 minutes of a nanorobot escaping from the laboratory, all life on 
Earth would be wiped out.

It’s a nightmarish image that has cropped up in all sorts of variants. 
Bill Joy, the former head of research at computer maker Sun Micro-
systems, has offered a slightly more subtle version in which nano-
robots achieve humanlike intelligence.3 Ray Kurzweil, the American 
futurologist, has speculated about the effects nanorobots could have 
on our bodies.4 They could swim through our veins and take over our 
internal functions. They could fi re electrons at the right moment in 
our brains, triggering our neurons with artifi cial signals. Whatever 
our eyes were actually seeing, we might believe ourselves to be on a 
tropical island watching the sunset. We’d hear the birds singing while 
in reality we were in a factory operating heavy machinery. Nanoro-
bots would fool our senses, making it impossible for us to distinguish 
reality from illusion. The idea is taken to its logical conclusion in 
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the movie The Matrix. Human beings will ultimately fi nd ourselves 
being exploited without us even noticing.

People like Drexler, Joy, and Kurzweil express an unease that reso-
nates strongly in our society. Exaggerated fears about the tools we 
develop are just as baseless as claims that we’re heading for some kind 
of technological utopia. Both distract us from the genuine problems 
we face. We plainly need substantial progress in science and tech-
nology to survive and prosper. We should not be discouraged by the 
dangerous side of technology. Every successful new development has 
a potentially negative aspect. Knives have been used to kill humans 
as well as to save many others in hospital operating theaters. Heli-
copters can be lethal weapons, but they are often the only vehicles 
that can reach remote villages hit by an earthquake. We shouldn’t 
fret about science and technology, therefore, so much as the society 
using them.

In this part of the book, we fi rst describe how electronics and com-
puter networks reach their limits and how new breakthroughs may 
enlarge their scope (chapters 3.1 and 3.2). Then we go into the dilem-
mas of allocation (chapter 3.3). Important tools for protecting pri-
vacy and property come from cryptography (chapter 3.4). Managing 
imperfection is an important theme in the creation of software and 
hardware (chapter 3.5), in logistics (chapter 3.6), as well in the control 
of robots (chapter 3.7).



3.1

SMARTER ELECTRONICS

It can be pretty dispiriting to go into an electronics shop shortly after 
you’ve bought yourself a new computer. Every month, you seem to 
get more computing power for the same money. And every year, the 
devices get smaller. The pace of progress is so intense that you’re out 
of date again within a few months. If you look back 10 years, the most 
advanced computers of the time now appear clumsy. Ten years from 
today, our current computers will no doubt seem ridiculously primi-
tive, too. It may be frustrating, but that same rapid progress offers an 
important source of hope for humanity, as it will enable us to apply 
the power of computers to areas that have so far proved resistant. All 
sorts of pressing issues in health care and the global economy stand 
to benefi t from the ever-decreasing price of electronics and the ability 
to pack more and more computing and communication power into a 
smaller space. That’s why electronics lies at the heart of many of the 
solutions we describe in the remainder of this book.

The promise held out by electronics amounts to more than the 
wishful thinking of unworldly nerds laboring in dust-free labs to 
develop yet more powerful microchips. It is bound up with the nature 
of the new kind of problems we face. Electronics is proving increas-
ingly important in complex situations that are diffi cult to control. 
A tiny oscillation in the earth’s interior, for instance, has the poten-
tial to induce an earthquake. It’s therefore vital that we install inex-
pensive devices around the globe that can pick up these early signals 
before they intensify, while there’s still time to warn the people in 
harm’s way. The same applies to many other complex contemporary 
issues. Powerful computers could routinely analyze masses of fi nan-
cial data to detect the next crisis in the making, and a few years from 
now, we may have computers powerful enough to identify tipping 
points in the climate. Rapid calculation, accurate measurement, and 
automatic control will give us a fi rmer grip on complex problems. 
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Cheap, ubiquitous, and powerful electronics will play a crucial part 
in improving the human condition. So it’s a very good thing that 
components are getting steadily cheaper and more powerful. Gor-
don Moore—cofounder of chipmaker Intel—foresaw this incredible 
increase in computing power and the lowering of its price. Back in 
1965, he predicted that the number of transistors on a chip would 
double every 2 years. His forecast turned out to be on the conserva-
tive side: The number of components on a microprocessor has actu-
ally doubled every 18 months or so. Moore’s law, as it came to be 
known, has held up unshakeably for 40 years now.1

One reason the miniaturization of electronic components has 
proceeded in such predictable steps is the simultaneous evolution 
of the tools used to design them. The fi rst computers were sketched 
out using pen and paper and were built with wires and screwdriv-
ers. Chip designers then used those fi rst computers to perform the 
calculations needed to design subsequent processors, and since then, 
each new generation of computers has delivered the tools to produce 
the next. Designers now routinely use fast computers and intelligent 
software to conceive chips at a high level of abstraction. The latest 
microprocessors, with their billions of components, couldn’t possibly 
have been shaped by human beings directly. The components on a 
chip are now designed by computers with virtually no human inter-
vention. So new computers make new processors possible, and vice 
versa. These and other factors have made Moore’s law an economic 
and microelectronic truism: The experts draw up “roadmaps”2 in 
which Moore’s exponential line is a self-evident goal factored into all 
planned developments in the fi eld. In this way, it has become a self-
fulfi lling prophecy, as engineers set out, roadmap in hand, to halve 
the size of their components over successive 18-month cycles.

THE LIMITS ARE IN SIGHT

Many people in the chip industry are convinced that Moore’s law 
will hold up for a few more generations. However, the physics of 
ever-shrinking devices isn’t susceptible to wishful thinking or chal-
lenging roadmaps. How sure are we that Moore’s law will continue 
to deliver steadily cheaper electronics for the next 20 years? Can 
we really develop affordable devices capable of empowering all the 
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world’s people? To fi nd out, we turned to Hugo De Man, who has 
devoted his professional life to creating ever-faster and smaller elec-
tronics. He began his career as a young boy building radio receivers 
with vacuum tubes before graduating to transistors as a teenager. As 
professor of design methodology for complex ICs in Leuven, Bel-
gium, he learned how to pack more and more transistors onto micro-
electronic chips.

Hugo De Man cofounded IMEC, one of the handful of places 
around the world that have kept Moore’s law ticking. Manufacturers 
like Intel, Samsung, and NXP have joined forces at this world-re-
nowned research facility to develop new microelectronic technology. 
De Man, who has recently retired from Leuven’s University and 
IMEC, believes we are witnessing the fi nal stages of the miniaturiza-
tion process. “In the ’80s and ’90s, we enjoyed a prolonged period 
of ‘happy scaling,’ as we call it here. Generation by generation, we 
made everything progressively smaller while keeping the transistor 
structure and its materials the same. It was also around then that 
Intel declared that you could continue driving up the clock speed of a 
single processor up to 10 or 20 gigahertz.” Things suddenly became a 
lot more diffi cult around the turn of the millennium, at which point 
details measuring 100 nanometer became possible. At that degree of 
miniaturization, De Man explains, “We’re approaching lots of differ-
ent limits at the same time. The problems are stacking up, making it 
extremely diffi cult to take the next steps.”

First of all, one must realize that all computational activity gener-
ates heat. The faster the processor calculates, the more heat is pro-
duced. Today’s microprocessors are dissipating as much as a 100-watt 
lightbulb in a few cubic centimeters. This heat output doubles at each 
new generation. Removing that heat by air cooling becomes a chal-
lenge. One way to escape this is by lowering the voltage at which the 
processor operates. Half the voltage means four times less heat. That 
sounds great, but unfortunately it also reduces the speed of compu-
tation. As a result, the speed at which single processor chips operate 
can’t be raised much further. “The speeds Intel was talking about a 
while ago are now fantasy. We’ve reached the point where even a 
slight increase in frequency causes a single processor chip to generate 
substantially more heat. That makes it virtually impossible to pro-
duce reliable chips with a frequency of more than 5 gigahertz: They’d 
just melt.”3
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A number of solutions have nevertheless been developed to allow 
processor chips to perform more calculations per second. Instead of 
using faster transistors, we can achieve speed gains, for instance, by 
integrating multiple cores on the same chip that operate in parallel and 
allow you to carry out several calculations at once. These processors 
can then operate at a low voltage to solve the heat issue. That delivers 
increased speed but not for every computer program. “You actually 
need to redesign most software to make optimum use of parallel con-
fi gurations,” De Man says. “But that would be practically impossible. 
The software we have right now was built up gradually over decades. 
You can’t redo it all at a stroke. Instead, all the big manufacturers are 
working on ways of automatically adapting software for parallel com-
puting, although no one has come up with anything yet. In practice, 
there’s no point in placing more than eight processors in parallel for 
traditional general-purpose programmable applications. Adding more 
doesn’t give you any extra speed. We’ve now more or less reached 
that limit. However things are different for specialized applications 
such as image processing, computer graphics, and speech processing. 
These kinds of programs have a lot of intrinsic parallelism and can 
effectively be implemented on application-specifi c chips containing 
hundreds of small processors operating in parallel and generating less 
heat. This is also crucial for the battery-operated mobile and wireless 
smart phones and netbooks that gradually take over from the PC.”

Another way to overcome the speed issue is to improve the speed 
of the classical transistor, for example, by the incorporation of new 
materials. However, here we are hitting another physical boundary 
because such transistors cannot be switched off properly. As a result, 
they continuously leak energy even when not calculating. Design 
engineers invented leakage-suppression techniques, but these tricks 
also gradually become exhausted. The only remaining solution is to 
start making transistors based on different physical mechanisms—
tunnel fi eld-effect transistors (TFETs), for instance. But that would 
mean breaking with 40 years of microelectronic design techniques. 
It implies bidding farewell to the classic transistors the young Hugo 
De Man used when building a radio and which we’ve since learned 
to cram into ever-smaller spaces. Switching to TFETs would require 
totally different design tools, for instance—tools that don’t yet exist.

Another issue arises when trying to produce features below 32 
nanometers as are needed for the next generation. Today, this is done 
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by lithography using ultraviolet (UV) laser light of 193 nanometers. 
“Amazing things have been achieved,” De Man says. “We’ve learned 
how to use light to create structures almost ten times smaller than the 
wavelength of the UV light patterns. Everyone thought that would 
confl ict with the laws of physics, but we developed a comprehensive 
box of tricks that enabled us to do it. In 2003, we were producing 
structures measuring 90 nanometers; by 2009, we’d gotten it down 
to 32 nanometers, all using the same laser light wavelength of 193 
nanometers.” But the bag of tricks to etch patterns onto a chip is 
now almost empty. Existing ultraviolet lasers are probably good for 
one more generation. Designers came up with the clever technique 
of using water as an extra lens, but that’s as far as it goes. Further 
shrinkage will only be possible using laser sources of extreme ultra-
violet (EUV) light of 13.5 nanometers wavelength. IMEC’s labs is 
now testing the fi rst EUV prototype machine in the world, fabricated 
by ASML in the Netherlands, capable of manufacturing chips with 
details smaller than 22 nanometers wide. Such machines are very 
expensive because no more lenses can be used at that wavelength. 
Extremely precise mirrors operating under a vacuum must focus the 
EUV light. The mirrors need to be extremely fl at, varying no more 
than the equivalent of a millimeter every 1,500 kilometers.

Another issue is the inevitable inaccuracy that creeps in as com-
ponents continue to decrease in size. The performance of extremely 
small transistor structures starts to depend on only a few hundred 
atoms that are, by nature, randomly spread in silicon. As a result, 
transistors that are supposed to be identical display tiny variations, 
causing them to behave differently and in some cases to malfunction. 
Dealing with such random variations in component properties on a 
chip will require entirely different design methods (see chapter 3.5). 
Fault-tolerant design will force software engineers to take the details 
of the hardware into account, Hugo De Man says. “Software makers 
have traditionally viewed the processor as a black box, which they 
don’t need to know anything about. That’s going to change. Software 
and hardware design will inevitably become intertwined. It will be 
impossible to separate the tasks of the hardware builder from those 
of the software designer, all of which will make the design process a 
lot more complicated.”

It’s the fi rst time in the 40-year history of microelectronics that 
so many challenges have coincided, De Man confi rms. “There’s a 
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 cumulative set of problems. To keep up with Moore’s law, we’ll have 
to solve them all in the next few years. The essence of the law is that 
you have to solve problems in an ever-shorter time frame. It’s par-
ticularly clear if you plot Moore’s law on a linear scale; that’s when 
you realize the explosive increase in performance we’ve achieved 
time after time. It’s taken the whole of human history to arrive at the 
processors we have today. We now have to repeat that achievement 
in just 4 years, and then in 2 years, then just 1, then 6 months, and 
then 3. That’s Moore’s law. The pace of improvement has to rise all 
the time if you want to keep on that exponential line.”

MOORE’S ANTILAW

“Let’s say we can surmount the current challenges,” De Man says. 
“I doubt if that will be possible at the usual pace, but for argument’s 
sake, let’s say it can be done. What would we achieve? It would mean 
that in 10 years’ time, we’ll be able to make a processor on a single 
square centimetre of silicon that can perform 25 trillion calculations 
per second (25 TOps). Or to put it another way, that can handle 150 
different HDTV channels simultaneously. Do we really need that? 
Are we really willing to pay for it?”

What does each new generation of chips actually cost? “Today, it 
takes about a $100 million to develop the hardware and software for 
a new processor,” according to De Man. “In 10 years, the cost is more 
like $1 billion. The price doubles every 18 months—Moore’s antilaw, 
I call it. You hear a lot less about it than you do about Moore’s law, 
but the explosive increase in costs is putting a brake on progress as 
the production volume for adequate return on investment runs in 
the hundred of millions of chips. The same goes for a lot of the tech-
niques you need for microprocessors. The costs of setting up a new 
electronics plant are also growing exponentially. Do you really want 
to spend $10 billion on a new fab? The R&D cost for developing the 
next generation process technology is reaching $1.2 billion for the 
22-nanometer node.”

Historically, rising costs have mostly been addressed by shar-
ing these huge R&D costs: IMEC—the institute that Hugo De 
Man cofounded and where several different players have pooled 
facilities and know-how—is a refl ection of that process. At the 
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As computer processors become more complex, their components steadily 
shrink in size. Each new generation is more diffi cult and considerably more 
expensive to manufacture. So far, that effect has been consistently offset by 
scaling up production. We may now be approaching the point, however, where 
that is no longer possible. Around the world, there are only a few production 
sites left that can still afford to invest in the next generation of microchips, 
which means they are likely to be even more expensive. Source: Thompson, 
S. E., and Parthasarathy, S. (2005). Moore’s law: The future of Si microelectron-
ics, Materials Today, 9(6), 20.

same time, the entire ecosystem of the semiconductor industry 
is changing. “Worldwide, only a small number of chipmakers can 
afford the most advanced processes. They are either microproces-
sor manufacturers such as Intel, IBM, and AMD or memory man-
ufacturers such as Samsung. An interesting case is the emergence 
of superfabs such as TSMC functioning as ‘silicon foundries’ for 
many smaller manufacturers serving the consumer market such 
as NXP, ST, INFINEON, who become fabless or fablite. They focus 
on design of advanced chips and leave the manufacturing to the 
foundries. As for wafer steppers—the machines that make the 
chips—only one manufacturer, ASML, has kept faith with Moore’s 
law.”
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De Man is convinced that the exponentially rising costs of each 
new generation of microprocessor chips generate diminishing 
returns. “A processor that’s twice as powerful doesn’t create twice as 
many possibilities. I’ve been using my PC for word processing and 
to create presentations for 20 years now. Processors have become a 
million times more complex over that period, but I still use my PC 
to do the same things. The word-processing software has picked up 
some additional features, but it certainly hasn’t kept pace with the 
increase in computing power. That’s the case with all electronics. 
You need an unbelievable amount of extra technology to achieve 
a small increase in usefulness. Further downscaling of transistors 
will only remain useful as long as it allows to reduce the cost per 
function.”4

“A lot of companies have already stopped trying to make their 
processors any smaller,” Hugo De Man confi rms. “DVD-players or 
GPS devices don’t need smaller processors. All that matters is the 
price, which goes on rising if you choose to stay in the race. Moore’s 
law and making a profi t are mutually exclusive. I wouldn’t lose any 
sleep if Moore’s law quietly faded away. Chips are small enough and 
powerful enough already.”

NEW DEVICES

“Indeed, if I had a few billion euro to invest in electronics with the 
capacity to improve our lives, I’d certainly be looking elsewhere. 
I defi nitely wouldn’t invest in further downscaling of transistors; 
the benefi ts are too limited. Other kinds of improvement are more 
important to many applications,” Hugo De Man believes. “Hooking 
up electronics more effectively to their surroundings, for instance. 
You can incorporate sensors in a chip to detect movement or measure 
the temperature. Or little motors to move things around. That would 
give you devices that can monitor your heartbeat, say, or regulate 
chemical processes.”

This is how information technology is rapidly evolving from the 
PC to the world of “ambient intelligence,” where emphasis is more 
on smart communication and connectivity than on raw computing. 
Digital assistants in our pockets are starting to appear that provide at 
any time and any place a gateway to all people and information in the 
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global village. They are increasingly able to connect and interact with 
smart objects in our surroundings and change the way we experi-
ence our environment. For these consumer-oriented applications, low 
cost and low energy consumption are more essential than supercom-
puting capacity. This leads to the development of new “more than 
Moore” technologies besides upscaling. These technologies involve, 
for example, a myriad of sensor techniques that are now being inte-
grated in computer chips.

The science of electronics itself has also taken on new and dif-
ferent forms. You can now make electronics with such materials as 
polymers. That allows for fl exible foils on which electronic circuitry 
can be printed, enabling you to literally roll out electronics in huge 
quantities. And we now have methods for packaging electronic com-
ponents and sensors into cubes measuring less than a few cubic mil-
limeters. “That’s small enough for a device: The challenge now is to 
fi nd smart ways of integrating sensors on a single chip,” De Man 
says. “That would deliver spectacular advances in convenience, safety, 
and health. It would give us electronics that are truly aware of their 
ambient surroundings and can even control them.”

De Man has, for example, proposed small devices that continu-
ously monitor epilepsy patients. The idea is to analyze electric sig-
nals from the brain to detect the onset of a seizure and then take 
corrective action to prevent it from occurring. “That development 
is within reach right now; we don’t have to wait for the next itera-
tion of Moore’s law. What we need instead is close cooperation with 
medical and psychology specialists—truly cross-disciplinary skills. 
Similar devices could be developed for other diseases, too.” A related 
trend is the integration of electronics and chemical analysis along the 
lines of the “lab on a chip” described in chapter 2.5. “That will lead to 
devices that can analyze a drop of blood and take immediate action. 
Developments like this will promote preventive medicine rather than 
drug-based therapy. They have the potential to change the pharma-
ceutical business fundamentally, as they will reduce the consumption 
of drugs.”

So we are seeing a new breed of devices that combine comput-
ing power with sensors. Rather than constantly seeking to make 
chips faster, more powerful, and more complex, new functionality 
could be added by making them more diverse. The resulting devices 
could then be used for applications that were previously resistant 
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to  computerization. The sensors and micromachinery of these new 
devices will create totally fresh ways of interacting with computers 
and, Hugo De Man believes, will revolutionize a number of fi elds. “It 
will profoundly change our industry, transportation, and the way we 
interact with our environment.”



3.2

MORE COMMUNICATION

Things were very different 20 years ago. There was no Internet and 
no e-mail. The fi rst text message had yet to be sent. Many European 
countries were still opening enormous transmission towers to put 
the fi nishing touches to their national television networks. Go back 
another 20 years, just as the fi rst push-button phones were hitting 
the market, and a single computer would have taken up an entire liv-
ing room should anyone have ever considered installing one. Inter-
national phone calls were so expensive that people often timed them 
with stopwatches. The world has shrunk considerably since those 
days. E-mailing a research report or chatting online has become sec-
ond nature. We can collaborate with someone on the other side of 
the world almost as easily as we can with a person two streets away. 
Companies use the Internet to outsource their accounts to India. Pho-
tographers sell their work all over the world. And if we want to, we 
can listen to Japanese radio in our European offi ces. Much of this 
book was written far away from the experts we interviewed. Yet in 
all the hundreds of phone calls, e-mails, and video sessions that went 
into its production, nobody paid the slightest thought to the physical 
distances separating us.

As the world shrinks, the way we use our communication net-
works intensifi es. The volume of data we send is doubling every year, 
and the capacity of computer networks and telephone cables inexora-
bly increases, too. Communication technology continues to improve 
at a rapid rate. And with each doubling of capacity, the price of trans-
porting information halves. Things will no doubt look very different 
again 20 years from now. By that time, for instance, regions that cur-
rently lack Internet access will have been connected.

The fi rst signs of these changes are already apparent. Africans are 
playing an important part in computer projects set up around the 
world by volunteers. They are involved, for instance, in developing 
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Linux—the open-source alternative to the Windows and Macintosh 
operating systems. Projects like this give programmers the chance 
to take part in global technological developments. Probably, busi-
ness will one day begin to seek out more African specialists, too. 
Technology is likely to go on breaking down barriers in this way. 
That’s the pattern as communication opportunities grow: The faster 
and the cheaper it is to communicate, the more people can do it, 
eventually drawing them into the global economy. Communication 
and development are utterly intertwined. Several new communica-
tion technologies have made the world a smaller place. Mobile phone 
providers are racing to offer us e-mail and imaging services, which in 
turn place a further load on the fi ber-optic networks that facilitate all 
that communication. Other developments include videoconferenc-
ing, online gaming, Internet television, and remote medical imag-
ing. These innovations are behind the remarkable growth we are 
witnessing in data transport. The traffi c at major Internet exchange 
servers around the world has been growing exponentially for many 
years now. And there is no sign of a slowdown in this torrential fl ow 
of data across the globe.

There are, however, severe bottlenecks in our communication 
networks, which face overload at central nodes. These hubs now play 
such a crucial role that they have become the Achilles heel of the 
networks. A single malfunctioning hub can bring an entire conti-
nent’s communication traffi c to a standstill. In January 1990, for 
instance, a bug in a New York telephone exchange cascaded through 
the network, resulting in dead telephone lines across large swaths 
of the United States. For fully 9 hours, the network’s nodes gripped 
one another in a stranglehold, taking each other down again the 
moment technicians brought a server back online. More than 1,000 
fl ights had to be canceled or delayed, and long-distance rail couldn’t 
operate properly either. Many businesses closed for the day and sent 
their employees home. Only after an old version of the software was 
installed did the network come back on-stream.1 This was the most 
severe breakdown of a telecom network in history. In the years that 
followed, substantial amounts of money were spent in the United 
States and elsewhere on researching reliable telecom networks. This 
undoubtedly reduced the risk of similar cascades in future, but the 
crucial signifi cance of network hubs means that constant vigilance is 
still required.
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Internet traffi c at key network nodes is growing by 60 percent a year, steadily 
intensifying the burden on the electronic servers that control it. Today’s com-
munication routing centers have huge footprints and a voracious appetite for 
energy. Breakthroughs in optical technology could help address this issue so 
that global communication can continue to expand.

BY THE SPEED OF LIGHT

Communication was revolutionized by the advent of fi ber-optic cables 
in the 1980s. Charles Kuen Kao, who was awarded the Nobel Prize in 
2009, launched in 1966 the idea that light could carry telecommuni-
cation signals via glass fi bers. In that time however, it was not pos-
sible to manufacture glass fi bers of more than a few meters long. The 
idea that light signals could be carried via glass cables was boosted 
by inventions in the 1960s and 1970s that enabled them to improve 
optical characteristics. Modern optical cables can now link two points 
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up to 150 kilometers apart without requiring an amplifi er. That’s far 
more than copper electrical cables can manage. What’s more, glass 
experts have come up with a clever trick for intensifying the light 
signal at the halfway point without having to break into the fi ber. 
This makes long-haul fi ber connections possible without the need for 
complex electronics en route. The same period saw the development 
of the laser, which provided a powerful light source for use in glass 
fi bers. And the advent of compact and effi cient semiconductor lasers 
gave fi ber-optic technology an additional boost. As the years went by, 
it was discovered that more and more data could be squeezed down a 
single strand of glass fi ber. The speed with which lasers fi re their light 
pulses steadily increased, and the introduction of different-colored 
lasers meant that several kinds of light could travel down the same 
fi ber at the same time. The big transatlantic connections currently use 
forty different colors, producing a combined capacity of over a terabit 
per second over a single fi ber. In the lab, a single fi ber is capable of 
transporting 26 terabits per second, enough to send the content of the 
entire Internet in less than a minute.

This impressive progress rapidly made copper cables, microwave 
links, and communication satellites old-fashioned. When glass-fi ber 
links were fi rst employed commercially in the early 1980s, they were 
used for the backbones of the networks, which carry the  heaviest 
 traffi c. A global network of fi ber-optic cables rapidly extended across 
the world’s ocean beds. At the height of the Internet boom, sev-
eral new cables were laid across the Atlantic and Pacifi c oceans. The 
system known as Africa ONE, meanwhile, has been encircling that 
continent since 2000. We are currently witnessing a new boom in 
optical cable laying that will lead to dozens of new undersea fi ber-
optic cables by 2015. This will create a truly global network with 
hundreds of thousands of kilometers of optical cable, each capable 
of transporting many terabits per second. Meanwhile, copper is 
also progressively giving way to glass fi ber in the capillaries of the 
network. More than 1 million American homes are already linked 
directly to a fi ber-optic network, and it won’t be too long before we 
have gigabit links to our front doors—enough to transmit this entire 
book in a few milliseconds. Optical communication technology will 
therefore lie at the heart of the ongoing information revolution in 
the twenty-fi rst century.
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EVOLUTION OF THE INTERNET

The rapid growth in connection capacity meant that the structure of 
the networks has gradually changed, too. We can see this most clearly 
with the Internet, whose hubs originally played a much more minor 
role than they do today. The soldiers who conceived the technology 
that became the Internet were keen to avoid giving the network any 
kind of vulnerable central control. Instead, every computer would be 
able to decide for itself via which of its neighbors to transmit its infor-
mation, passing it from one to the next, with each choosing the next 
step in the route. The data thus travel link by link to their destination, 
each step occurring so rapidly that there appears to be a continuous 
fl ow back and forth between two computers located some distance 
apart.

This decentralized structure meant the Internet was able to grow 
extremely rapidly. Anyone could connect very easily simply by hook-
ing up a cable to the nearest Internet participant. Nobody’s permis-
sion was required, and no adjustments had to be made elsewhere in 
the network. The same structure also made the Internet extremely 
robust. If a connection were to fail somewhere, the neighboring com-
puters would decide autonomously how to divert the data traffi c. In 
other words, the network had the ability to reorganize itself. The 
Internet was designed to be self-repairing, self-organizing, and self-
learning. Such was the pace of growth, however, that certain comput-
ers began to assume a more important role than others. Perhaps they 
were located close to a transatlantic connection, for instance, or they 
happened to have some larger users nearby. It quickly became attrac-
tive for new connections to link to these more important computers 
as well. As a result, the network rapidly evolved toward its present 
hierarchical structure in which a limited number of large hubs occupy 
a crucial position.2 In terms of communication speed, that is indeed 
the most effi cient structure. We have now reached the point, however, 
where the hubs have become so important that they risk overload.

HUBS ARE HEATING UP

There are real problems today at the network hubs where data fl ows con-
verge. Although copper has gradually given way to light in long-distance 
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connections since the 1980s, electronic systems continue to hold sway 
within network hubs. To process the data at these hubs, light needs to be 
converted into an electrical signal. The bits and bytes are then examined, 
sorted, and turned back into light for transmission to their destination. 
Specialized computers known as routers run around the clock to keep 
the Internet traffi c fl owing. The importance of these machines is evident 
from the buildings in which the hubs are located. Security is paramount: 
That’s obvious from the oversized plant holders in front of the main 
doors, which are solid enough to repel a truck. Visitors are routinely fi n-
gerprinted. Inside, the air-conditioning operates with a noticeable hum. 
All those routers get hot, and it takes a lot of power to keep the elec-
tronics below the boiling point. The cooling systems take up at least as 
much room as the routers themselves. Thousands of batteries stand by to 
deliver a few minutes of emergency power in case anything goes wrong. 
The routers in these buildings handle data at an incredible rate. The time 
needed to route each chunk of data has decreased by a factor of almost 
50,000 over the past four decades. Today’s network nodes have only a 
few nanoseconds to process each package of data (with a maximum of 
1,500 bytes). As the capacity of communication links increases inexora-
bly, the electronics at the nodes must speed up, too.

The capacity of communication links is developing faster than the 
microelectronics, which is a problem given the essential role the lat-
ter plays in our network nodes and hubs. The point will come when 
the electronics will no longer keep pace with fi ber optics’ annual dou-
bling in performance. Electronic performance doubles only every 
18 months (Moore’s law; see chapter 3.1), which means electronic 
miniaturization and optimization can’t keep pace with the growth of 
optical data networks. The gap between fi ber capacity and electronic 
capability is therefore widening fast. If we reach the point where the 
electronics can no longer keep up, growth will cease. The situation is 
even worse at the largest hubs because these are the fi rst to employ 
new broadband links, making them an even more attractive connec-
tion point, which further accelerates traffi c growth at these locations. 
So what can we do to prevent our hubs from stalling? We asked Harm 
Dorren, director of the COBRA Research Institute and professor of 
optical signal processing at Eindhoven University of Technology in 
the Netherlands. Dorren is one of the scientists working to solve 
the hub problem. The optical switches he’s developed in the past few 
years are among the world’s most advanced. “The key problem is 
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the enormous amount of energy that electronic routers consume,” 
he says. “It’s a real waste. It is caused by the enormous overhead 
merely to give the data a different direction. Routers have to decode 
each bit individually. It’s like unloading a truck to read all the labels 
on its cargo and then loading everything back onto another truck. It’s 
all hugely ineffi cient.” The latest routers consume more than a mega-
watt of power. That’s a lot, especially when you work out the amount 
of energy needed to process each individual bit. It takes 100,000 times 
as much power to switch a single bit as the bit itself actually contains. 
And that’s just for the electronic processing and routing. As a rule of 
thumb, every processing watt requires another watt for the cooling 
system. “Talk about using a sledgehammer to crack a nut,” Dorren 
says.

“Energy consumption is a fundamental problem with electronics,”
he continues. “If you want to speed up, the transistors have to move 
electrons around faster. Doubling your speed roughly means qua-
drupling your energy use. It’s a simple law of physics. To limit power 
consumption, it helps to make the electronics smaller. That way, 
the electrons can be shifted over smaller distances, which is faster 
and consumes less energy. But since the size of a single transistor 
is approaching atomic dimensions, future downscaling of electronics 
becomes problematic. So increasing speed means using more energy. 
If you want to get rich quickly, you could do worse than sell fans and 
cooling elements for these systems.” There are similar concerns with 
electronic signal processors, which is why the clock speed of the pro-
cessors in our PCs has stopped rising. When faster than a few giga-
hertz, they become too hot to use (see chapter 3.1). Increased energy 
consumption for data routing causes several major problems. It not 
only means signifi cantly higher power bills but also increased emis-
sions from electricity generation and a further strain on the grid. The 
Internet already consumes more energy than global aviation.

TOWARD OPTICAL PROCESSORS

Around the globe, scientists are looking for solutions for the problems 
that have arisen at key Internet nodes. Approaches vary from creating 
different network structures to developing new computer protocols or 
altering hub components. Harm Dorren’s strategy is to replace some 
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of the hub’s electronics with optical circuitry. He and his colleagues 
are working on components capable of routing light directly without 
relying on electronics. “You can, for instance, manipulate the color of 
a light pulse,” Dorren explains. “In other words, you switch a pulse of 
light from one color channel to another. We were able to show error-
free switching using such principles at bit rates approaching a terabit 
per second. The energy use of these optical switching principles is 
independent of the bit rate. In other words, if the bit rate is increased 
with a factor two, the energy per bit is reduced by a factor two.”

“We focus on breakthroughs in optical circuitry that would make 
faster switching possible. Optical elements have the potential to do 
this without generating progressively more heat as with electron-
ics. But it’s a wrong idea to substitute electronic devices for their 
optical counterparts without changing the architecture of the sys-
tems.” A key issue with respect to electronic architectures is that 
every bit needs to be processed separately. As a consequence, one 
needs to place millions of devices on a single chip. Replacing that 
by optical circuitry, Harm Dorren thinks, would quickly bring us 
face-to-face with important size issues. The reason is a fundamental 
one: The wavelength of the light used for fi ber optics is 1.5 microm-
eters, which immediately determines the minimum possible scale. 
This phenomenon is referred to as the diffraction limit. Breaking 
this limit has its price. This was recently shown with devices that 
have dimensions that break the diffraction limit. These devices 
exhibit very high losses and often operate at temperatures far below 
room temperature. This makes application in real systems diffi cult. 
Another way to increase speed is to use different switching tech-
niques, so that no longer every single bit needs to be inspected. This 
way, fewer processors are needed.

Mass production techniques will also need to be developed if opti-
cal circuitry is to succeed. Electronics likewise had to develop over a 
considerable time before the necessary techniques were mastered and 
production could be scaled up. The mass production of microelectron-
ics, for instance, uses wafer scanners, which place all the electronic 
components on thin sheets of silicon. Superfast bonding machines 
then add the electrical connections. By contrast, connecting an optical 
chip to a fi ber-optic cable still calls for extreme manual precision and 
skill; highly paid experts have to connect the fi bres to the chip one by 
one. That may not be such a problem if you only want to make a few 
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chips for use in laboratory testing, but mass production will require 
the development of new technology.

THE NEED FOR OPTICAL MEMORY

Several breakthroughs are necessary, therefore, before routers start 
to feature optical signal processors. And there is another big hurdle, 
too: A router needs not only a fast processor. If two packets arrive 
at the same time and have to be relayed via the same channel, one 
of them has to be held back temporarily. This suggests that stor-
ing data is of key importance. Existing routers with their electronic 
memories use the multigigabyte memory chips that are nowadays 
common in computers. They need billions of memory cells, but these 
can readily be fi tted onto an electronic chip. “You simply can’t do 
the same task optically,” Harm Dorren points out. “Light has seri-
ous limitations when it comes to building memories.” Dorren and 
his colleagues have tried a variety of techniques to come up with 
an optical memory. Loops can be used, for instance, to slow down a 
light signal in a fi ber-optic cable. The loop forces the light to make a 
detour so that it arrives slightly later. But this would require a lot of 
fi ber—millions of kilometers, in fact, for a fast router—making the 
idea a nonstarter. You can also try to transmit the light a little slower, 
as its speed depends on the properties of the medium through which 
it is traveling. Some materials can slow light by a factor of a million. 
That’s at the expense, however, of the quantity of data that can be 
transmitted. And it still requires a light path measuring dozens of 
kilometers, which can’t be integrated on a chip, and slowing down 
light costs a lot of energy.

Another way to make an optical memory is to design an opti-
cal switch. Scientists at Dorren’s COBRA institute have done this 
using two small lasers acting in tandem as an optical “fl ip-fl op”—a 
component with two stable states, which can therefore function as a 
memory cell. The fl ip-fl op is a vital element in electronics. This latest 
optical version uses far less energy than previous attempts and offers 
extremely fast switching (measured in picoseconds). The fl ip-fl op is 
so small that 100,000 can fi t on 1 square centimeter—a serviceable 
number, even if it can’t compete with microelectronic memory. But 
still you’ll also have to reduce the amount of memory you need for 
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your routers. You’d have to cut it by a factor of at least ten and prob-
ably more.

Recently, Dorren’s group started investigating a different solution. 
Instead of buffering packets with optical means, one of the packets 
was converted to a different wavelength. Thus, instead of buffering 
data, a different color was used to mark different packets that arrive 
at the same time. “We computed the amount of wavelength convert-
ers that are required in an Internet hub node, and we think it can be 
done. We also learned recently that the problem of simultaneously 
arriving packets is not so much a buffering problem but a control 
problem. And both control issues and wavelength conversion issues 
can be solved today.”

We’ll probably never replace electronics with optics on a 
 one-for-one basis. The fast speed and low power consumption 
of optical technologies are promising, but we’d need to address 
their weaknesses, too. It will probably never be possible to build 
processors as large as those we’re accustomed to achieving with 
microelectronics. “This could mean that we have to organize the 
entire network differently,” Harm Dorren concludes. “So the opti-
cal revolution would also require the fundamental rethinking of 
telecom networks from an architectural point of view.” Solutions 
in one fi eld of research risk causing bottlenecks in another. Yet 
conversely, problems in one area could be solved or sidestepped 
by switching to a different technology or research approach. Tele-
com networks are complex systems made up of elements that can 
strongly infl uence one another. You never know when packets of 
data are going to be sent, which means queues can build up at the 
hubs. “If you want to avoid collisions at the hubs, you need a lot 
more coordination. It’s exactly the same with cars and express-
ways,” Dorren says. “If there was some kind of supercontroller 
deciding when we could set off on a journey, it would solve our 
congestion problems at a stroke.”3

The lack of centralized control was seen as an advantage when the 
Internet was being designed. Now, however, it has become a prob-
lem, as it makes it very diffi cult to change things. “Replacing the net-
work cards in all the world’s PCs clearly isn’t an option. The most we 
can hope for is greater coordination on the Internet’s busiest routes. 
But even that would be a major challenge.” Dorren warns. “That’s 
why interdisciplinary research is so important. You can’t just change 
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 components; you have to think about networks and protocols at the 
same time.”

HYBRID RECIPES

Meanwhile, microelectronics and optical technology continue to 
 battle it out on several fronts at once. Electronics advocates believe 
the obstacles to faster, smaller, and more economical components can 
be overcome, whereas optical specialists like Harm Dorren continue 
to champion their solution. Both have good arguments, and both 
techniques are being developed in parallel as is so often the case with 
technology. In all likelihood, there won’t be a single magic recipe that 
brings a breakthrough for the Internet’s overheated hubs. Whatever 
solution ultimately emerges is likely to have a number of different 
ingredients. In practice, therefore, optical technology is not going to 
replace electronics across the board; each technology has its strengths 
and weaknesses. Electronics still wins when it comes to miniaturiza-
tion, but optics excels in terms of speed and low energy consumption. 
For that reason, a fully optical telecom node is unlikely to replace 
its electronic counterpart except in situations where light is genu-
inely much more convenient. We’re going to carry on using a lot 
of ordinary electronics at these network hubs. We’ll probably keep 
a lot of electronic components for buffering and for the slower pro-
cesses that support an optical chip. But the fastest components will 
probably become optical. We may be able to raise switching speeds to 
the terabit level that way. A fi rst step toward a mixed solution is the 
development of hybrid electro-optical systems using optics for speed 
and electronics for storing information and calculations. A similar 
approach is also likely to be adopted in future generations of signal 
processors in computers.

In the meantime, when traffi c at the hubs really begins to stall, 
the network will evolve toward a different topology. The air traffi c 
network has been through a pattern of development similar to the 
Internet in recent decades. As air traffi c grew ever more effi cient, 
certain airports evolved into hubs at which large numbers of fl ights 
converged. Airlines seeking to establish a new route preferred to do 
so from a hub of this kind. The result was such severe congestion that 
centralized hubs became unattractive about 10 years ago, at which 
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point it became more favorable to establish links between smaller 
regional airports. The fl ight network has since changed radically and 
taken on a much more anarchic structure reminiscent of the early 
days of the Internet. There is a similar trade-off in a communication 
network between the processing power of the hubs and the potential 
of the new connections. Hubs may be relieved by creating additional 
connections at other locations. That’s just one example of an architec-
tural evolution.

GLOBAL THINKING

Network capacity will continue to grow for the foreseeable future, 
helping to open up new opportunities just as we previously saw with 
the advent of telephony and e-mail. Several new applications already 
exist but are being held back by the “irritation factor” of networks 
that are too slow. You’re not going to download a video if you have 
to wait an hour. Everything has to be really fast; otherwise, we won’t 
use it. Network capacity is growing so rapidly that unlimited video 
communication will become possible, making life more enjoyable for 
grandparents in Paris, say, watching a live video of their grandchil-
dren on vacation in Miami. Communication technology could signifi -
cantly enlarge the world of elderly people (chapter 4.4). It will also 
be possible to attend scientifi c or business conferences via video link, 
watching presentations and asking questions as if you were there in 
person.

Yet communication technology has a much broader signifi cance, 
too. To give just a few examples, it is a key to global education (chap-
ter 5.1), a tool for bringing nations together (chapter 5.6), a way of 
making our cities more habitable (chapter 5.3), and a passport to 
enhanced medical care (chapter 4.1). Communication technology fea-
tures throughout this book as a key instrument for improving the 
fate of humanity, as it renders geography increasingly irrelevant. 
There is much more to communication than simply doing business: 
It also affects the way we think, talk, and act. Communication brings 
us together. Nobody expects France and Germany to go to war with 
each other again; they have grown far too interconnected for such a 
thing to be conceivable.



3.3

REACHING EVERYONE

The majority of Earth’s inhabitants don’t have a telephone or e-mail, 
and many places still lie beyond the reach of established communica-
tion networks. That severely precludes development, meaning that 
new insights percolate through slowly and that essential services such 
as water provision are based on imprecise information. Lack of infor-
mation exchange is also an obstacle to improving agriculture, educa-
tion, and many other fi elds. Even in well-connected areas,  networks 
are less dense than required to improve our safety and  well-being. 
You need a fi ne-meshed network if you want to keep on top of the 
genesis of earthquakes, fl oods, climate change, and many other unsta-
ble systems. Sparsity in networks means a lack of control. Making 
network coverage more complete could help develop and stabilize our 
world. However, any attempt to extend networks raises signifi cant 
problems, which we explore in this chapter using the example of radio 
networks. We should keep in mind, though, that similar phenomena 
are evident in other networks as well, including the power grid and 
social networks geared to education.

At fi rst sight, radio is an excellent technology for fi lling the gaps 
left by other communication technologies. Its capacity is restricted, 
however, because wireless communication is limited by basic laws 
of physics, obliging broadcasting and communication companies, 
for instance, to battle it out for their slice of the ether. The num-
ber of radio and TV stations, mobile phones, and satellite connections 
increases inexorably, fi lling up every patch of the electromagnetic 
spectrum that can be used for radio. The historical pattern has been 
to develop new techniques and then to lay claim to unused spectrum. 
The old medium-wave bands were the fi rst to be used for radio pro-
grams. Broadcasters later adopted FM, exploiting higher frequencies 
at the price of reduced range. New semiconductor electronics then 
became faster and brought access to even higher frequencies. Once 
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the fi rst global standard for mobile communication (GSM) slots had 
been fi lled, new space was opened up at double the frequency. The 
latest third-generation (3G) mobile phone technologies—like the 
universal mobile telecommunication system (UMTS)—work with 
higher frequencies still.

The higher the frequency, the faster the electronics you need, and 
the greater the capacity you get in return; that’s the straightforward 
natural law of the electromagnetic spectrum. At frequencies around 
60 gigahertz, you can provide every user with several gigabits per 
second—more than enough for two-way high-quality video. How-
ever, there is a price to pay for higher frequencies: They reduce your 
range. High frequencies are more easily absorbed by the atmosphere 
due primarily to the water in the air. Obstacles also absorb higher 
frequencies more easily. The usual strategy for dealing with this is to 
divide the area to be served into smaller cells, enabling you to install 
more transmitters without them interfering with each other. At the 
highest frequencies, radio waves gradually begin to behave like opti-
cal beams, including a growing inability to penetrate obstacles. This 
further limits the size of cells. For the highest capacity, we will ulti-
mately have to reduce the range of each antenna to a single room.

There is clearly a trade-off in radio networks between capacity and 
range. As cells shrink, they serve a smaller area, but at the same time, 
they provide more capacity per user. In fact, some experts believe 
that 3G cell phone technologies still use frequencies that are too low 
so that cells are relatively large, and insuffi cient capacity is available 
in densely crowded areas, where it has to be shared among a lot of 
users. The relationship between capacity and range has changed as 
technology has progressed. Techniques are constantly being devel-
oped to exploit fi nite network resources more effi ciently. The band-
width needed to carry sound and video can be reduced so that it uses 
less frequency space without any reduction in range. New techniques 
for interactive digital television, for instance, use less spectrum than 
traditional analog TV broadcast methods, which is why analog broad-
casts are being discontinued in many countries, freeing up space for 
additional digital channels. A wide variety of other techniques have 
also been developed in recent decades that make better use of the 
available bandwidth. Transmitters can hop to other frequencies when 
that’s more effi cient, and they spread their output across a greater 
number of frequency bands so that interference can be fi ltered out 
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more effectively. The wireless (wi-fi ) computer networks currently 
used in many homes and workplaces are also based on this approach.

THE INERTIA OF LEGACY

But there are much more radical ways of creating space. “If you turn 
the dial on your radio, you’ll fi nd whole stretches of silence,” says 
Simon Haykin, who has spent a career researching smarter ways to 
use the broadcast spectrum, helping to improve radar systems signifi -
cantly in the process. He is now professor at the Cognitive Systems 
Laboratory at McMaster University in Canada. Lots of space in the 
radio spectrum is empty, Haykin notes. Some are only used for part 
of the time, and others are used intensively. The spectrum has been 
allocated very precisely to all sorts of users, but they don’t always 
utilize it effi ciently. Huge holes in the spectrum remain as a result. 
“It’s mostly silence,” Haykin continues. “We could increase capacity 
signifi cantly if we regulated it differently.”

The problem lies in the centralized and rigid regulation of band 
usage. Governments have imposed strict rules to prevent transmit-
ters from interfering with one another. Consequently, they have to be 
spaced well apart so that there is no interference even under the most 
unfavorable conditions. People might want to tune in from the depths 
of a building so transmitters must broadcast at high power to pene-
trate all that steel and concrete, further limiting capacity. The priority 
is to ensure interference-free reception in the most unlikely places, 
and so radio communication ends up being geared toward extreme 
situations that don’t apply to the vast majority of users for the vast 
majority of the time. It all places a huge burden on capacity. A more 
intelligent approach would free up huge amounts of bandwidth and 
enable us to start using all those holes in the spectrum. There’s no rea-
son, for instance, why a different user shouldn’t temporarily occupy a 
piece of spectrum while the actual licence holder doesn’t need it. “The 
second user would have to be very fl exible, though,” Simon Haykin 
warns. “You’d have to be able to shift immediately to another place in 
the spectrum if the main user suddenly needed its bit again.”

Although systems of that kind are currently being tested, replac-
ing a substantial proportion of the world’s existing stock of radio sets 
is a nonstarter. This legacy technology makes it hard to change the 
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system. Classic transmitters and receivers have specialized hardware 
to decode the signals, which is different for each standard. A radio 
set needs specifi c components for frequency modulation (FM), for 
instance. If you want to convert to another technique like amplitude 
modulation (AM), you’ll need to get out your soldering iron. Once 
a radio standard has been conceived and agreed, it is very diffi cult 
to modify, as lots of receivers would be rendered useless. To avoid 
replacement of all receivers, engineers often try to design a new radio 
technology that is compatible with the old one. By the time stereo FM 
transmissions began in the early 1960s, a great many FM receivers 
were already in use. Consequently, the stereo signal had to be clev-
erly concealed within the FM signal so that existing mono receivers 
wouldn’t be adversely affected. This can be done but often at the cost 
of extra capacity or loss of quality. More fl exible technologies can be 
employed in new, hitherto unused patches of radio spectrum. But you 
can be certain that these new technologies will also become outdated 
one day and that replacing them with even more effi cient technolo-
gies will be no less diffi cult.

THE RECEIVER DECIDES

Simon Haykin has thought about this problem and sees a solution 
in a new type of radio in which dedicated physical components are 
substantially replaced by fl exible devices that can be adapted via soft-
ware—hence the name “software-defi ned radio.” This would make 
radio technology much more fl exible, as switching to a different stan-
dard would simply be a question of an instant software update. Ide-
ally, this would occur automatically via the airwaves without users 
even being aware of it. It could hugely accelerate technical develop-
ment and new applications. Transmission techniques would no lon-
ger need to be scrutinized during protracted negotiations on every 
update. Equipped with the right software, effectively designed radio 
chips could hop from one frequency to another and switch to new 
transmission technologies as they become available. They would also 
be more multipurpose and could therefore be produced in larger vol-
umes.

Software can make radio receivers more intelligent, too, or “cogni-
tive,” as Haykin puts it. The equipment can be instructed to keep track 
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of its surroundings in a manner reminiscent of human  cognition. 
“The receiver rather than the transmitter should be central,” Haykin 
says. “It can evaluate the features of its surroundings and detect 
interference and the strength of radio signals. The receiver can then 
communicate that information to the transmitter, allowing it to adapt 
accordingly. In other words, the receiver decides how the transmitter 
is going to transmit.” Haykin has thought all this through in great 
detail, as a lot of things must be considered. What would happen, for 
instance, if someone deliberately tried to squeeze out other channels? 
Procedures would need to be established to stop the airwaves from 
being ruled by the strongest. The stability of the system is another 
issue: If radio transmitters all reacted to one another, the consequences 
might be unpredictable. A small shift in one location could potentially 
trigger an avalanche of frequency changes and output adjustments. A 
society full of cognitive radios would form a complex system with 
all that implies. “That kind of derailment can be avoided,” Haykin 
thinks. “As long as all cognitive radios pursue their own interest, the 
system will remain stable. That’s not based on my vision of society 
but on algorithmic computation derived from game theory.”1

Cognitive radio could, in fact, be stabler than an intensively used 
monolithic network. Networks are prone to breaking down when 
radio communications come under stress—when there is a disaster, 
for instance, or simply a large crowd. A cognitive network could adjust 
to the new situation and permit only short-range communication, 
say, plus a limited number of long-distance connections. Regrouping 
within such a structure would be an effi cient way of allowing infor-
mation to percolate through quickly with minimum use of capac-
ity. “Software-defi ned cognitive radio is a practical way to utilize the 
empty holes in the spectrum,” Haykin argues. “It would make effi cient 
use of the underutilized parts of the radio spectrum. The technology 
for doing so is available now. Mobile phone designers already use 
software-defi ned radio so that their products are capable of operating 
in lots of different radio systems; if a technique changes, the phone 
can be easily modifi ed. Several armies upgrade their communication 
systems in the same way so that a technician doesn’t have to go from 
one division to another to do it manually.” The exploitation of radio 
spectrum doesn’t only depend on technology, though. “The usable 
part of the spectrum has been precisely carved up as a result of com-
plex diplomatic negotiations. No matter how cognitive or  intelligent 
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your radio equipment is, you can’t just go out and lay claim to a bit 
of unused spectrum; even if you don’t interfere with anyone, you 
would still be infringing international agreements. These will have to 
be amended if cognitive radio is to become an option.”

Simon Haykin’s ideas are a perfect illustration of how you can 
optimize complex networks by diminishing central control and allow-
ing the individual elements to decide for themselves. That increases 
capacity and makes the network more robust. Haykin’s research 
focuses on the realm of radio networks, but the philosophy behind 
cognitive radio is clearly applicable to other areas, too. Smart electric-
ity networks, for example, hand over part of their central control to 
small decentralized units that make their own decisions. They learn 
from what they “see” in their immediate surroundings and constantly 
adjust their programmed behavior accordingly. Not only is that more 

The radio spectrum is now strictly subdivided between users. It will be increas-
ingly diffi cult to cover every corner of the planet unless we can identify new 
ways to share scarce spectrum resources. We are making far from effi cient use of 
the radio bands currently allocated for communication purposes. We therefore 
need to fi nd a less rigid method of radio frequency allocation. Source: Cherry, S. 
(2004). Edholm’s law of bandwidth. IEEE Spectrum, 41(7), 58–60.
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fl exible, but it also makes the network less susceptible to outages. Air 
traffi c control offers another useful example in this respect. It’s worth 
looking at closely because it shows how well the cognitive concept 
can be applied in a totally different fi eld.

FLYING LIKE A BIRD

Air traffi c networks are geared toward extreme reliability at the 
expense of capacity. In densely populated regions, aerial congestion 
is the main cause of fl ight delays. As a passenger looking out your 
plane’s window, however, you will be largely unaware of this heavy 
traffi c because you rarely see another aircraft when you’re up in 
the air. Passenger planes simply don’t use the vast majority of our 
airspace; they fl y behind one another on a fi xed path. There would 
be plenty of room if pilots were permitted to leave those prescribed 
routes, but they aren’t. Centralized management is already over-
stretched, and it couldn’t handle the maze of traffi c that would result 
if pilots were allowed to choose their own routes. The authorities also 
worry that more accidents would occur if aircraft were able to cross 
one another’s fl ight paths. That fear is, however, groundless. After all, 
fl ocks of birds manage to fl y in and out of each other’s paths without 
colliding and without having to rely on central control. They simply 
are aware of their closest neighbors and make sure they take prompt 
evasive action whenever necessary.

It is interesting to see how the issue is being tackled in the case 
of aircraft. New fl ight systems have been developed that no longer 
require air traffi c controllers at all. The idea is that pilots all monitor 
their own surrounding airspace and react to one another. In this new 
system, intelligent onboard electronics inform the pilot of any planes 
that are approaching in the opposite direction. If there is a danger 
of them coming too close, the system warns the pilot to move up, 
down, left, or right. The corresponding device in the approaching air-
craft advises its pilot to change course in the opposite direction. The 
onboard systems of the two aircraft can’t always contact one another, 
so the key element is to devise rules that would ensure that the air-
craft always adjust their course in such a way as to avoid each other. 
This approach is much safer, as it shares the work of the air traffi c 
controller among a large number of pilots, each of whom has only a 
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small amount to do. It also makes travel a lot faster. Routes selected 
by pilots themselves are up to 10 percent shorter than the current 
network of fi xed corridors and sharp turns.2

The new system isn’t yet operational, but it will be much easier to 
introduce than it is to reform radio technology. The authorities have 
the power to compel the few thousand commercial aircraft that oper-
ate in the skies over a continent to adopt a different fl ight- control sys-
tem. The numbers involved in the case of radio services, by contrast, 
are very different: You can’t simply decree a fundamental change to 
an installed base of millions of receivers. Another advantage is that 
this approach allows a gradual evolution from central to decentralized 
network control. As a fi rst stage, for instance, only aircraft with the 
new equipment would be permitted to deviate from the prescribed 
routes on the condition that they revert to the authority of the con-
trol tower as they approach an airport. Likewise, software-controlled 
receivers could be granted more freedom than others, allowing a 
gradual transition.

LINKING UNLIKE NETWORKS

The same approach can’t be applied, however, when you’re trying 
to get several different types of networks to converge and cooperate 
intelligently. This needs to be done locally, where the capillaries of 
the respective networks meet, so to speak. An example is the con-
vergence of radio and fi ber-optic networks, which are being linked 
more and more frequently. Routing decisions are required wherever 
this occurs. Fiber-optic systems offer much greater capacity, but they 
lack options when it comes to supporting mobility. The latter should 
instead be served primarily by radio, conserving scarce frequencies 
by transferring the signals to fi ber at the nearest possible interface. 
A smart combination of radio and fi ber optics will be the best solution 
in most cases. Simon Haykin’s vision therefore needs to be broad-
ened: An effectively designed, intelligent telecommunication system 
will benefi t from the best features of each technology. Decisions in 
this area can’t be made top-down. The specifi c characteristics of the 
different types of radio wave and optical connection will have to be 
considered at the relevant access point. The router will need to know 
that some frequencies won’t carry beyond the room, whereas others 
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can penetrate pretty much anywhere. It will have to take account of 
capacity, distance, and range.

Radio connections with the highest capacity and highest frequen-
cies can be kept as short as possible by seeking the nearest access point 
to the fi ber-optic network. Each room might, therefore, be equipped 
with a fi ber-optic access point. For smaller capacity radio connections 
using lower frequencies, transmission can remain wireless over lon-
ger distances. If you want to communicate over very long distances, 
by contrast, the system will identify a fi ber-optic backbone leading 
to your destination. As the signal approaches the receiver, it might 
switch back to a mobile link or continue via fi ber-optic cable to a local 
computer. Using fi ber optics to as great an extent as possible would 
signifi cantly reduce the load on the radio-frequency spectrum. Con-
nections like this already exist, but they tend to be infl exible, because 
they are often created for a single purpose. Incorporating intelligence 
would enable the network to respond immediately to changes, thereby 
saving precious bandwidth and making the system more robust.

Much the same is true where other networks join together. Integra-
tion of car traffi c and public transport can only succeed, for instance, 
if drivers can organize their journeys based on actual transit times 
and maybe even have the capability of infl uencing timetables. The 
human network that brings education to underdeveloped rural areas, 
meanwhile, can only succeed if it interacts with labor and possibly 
even water supply networks. And fi nally, a logistic network is obliged 
to interact with local production networks.



3.4

CRYPTOGRAPHY

Electronic payments, Internet shopping, and mobile communication 
have fundamentally changed our society and not only because digital 
services have made our lives more convenient. Never before in our 
history has our behavior been tracked in such detail as it is today. The 
bank remembers precisely where and when we withdraw cash from 
the machine, the phone company keeps a list of all our calls, and the 
online bookstore knows exactly what we like to read. Stores use loy-
alty cards and discount points to record their customers’ purchasing 
behavior. These databases have proved extremely useful. Companies 
can present us with attractive offers at just the right moment. All 
those data are useful for the authorities, too. They tell them if some-
one is in regular contact with a suspect or where a person was located 
at a particular time. The information helps the police and intelligence 
services prevent bombings or trace pedophiles. Much of this informa-
tion is protected so that not just anyone is able to poke around our 
personal digital records. But protecting our privacy is increasingly 
diffi cult because the number of databases and communication chan-
nels continues to grow rapidly.

Messages have been protected since the beginning of written com-
munication. For a couple of millennia now, military dispatches have 
been translated into an incomprehensible alphabet soup in case they 
should fall into enemy hands. Breaking codes was and is a challenge. 
The course of World War II would probably have been entirely dif-
ferent if military codes had been more robust. The process of encod-
ing and decoding can, of course, be performed much faster and more 
effectively in the computer age than was ever possible with pen and 
paper. Cryptography—the science of encryption—has perfected its 
techniques over the past decades. Cryptographers are constantly 
searching for mathematical operations that will allow insiders to 
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decode a message easily and make it so hard for outsiders that it’s no 
longer worth the effort of even trying.

HOW CRYPTOGRAPHY WORKS

Several important security techniques use prime numbers—numbers 
that are only divisible by 1 and by themselves. Examples are 2, 3, 5, 
and 13 but also 7,901 and 16,769,023. All numbers can be expressed 
as the product of primes: 15, for instance, can be resolved into 3 
times 5. Factoring large numbers into primes is a mathematical chal-
lenge. Without prior knowledge, it is unfeasible to factor very large 
numbers; only the most powerful computers in the world can factor 
numbers 100 to 200 digits long and only then with great diffi culty. 
In 2010 the world record was the factoring of a 232-digit number, 
which took 2000 years of computing time, although it was actually 
done in a few months by a series of computers working in parallel.1

Mathematical calculations like this lie at the heart of the computer 
programs that encrypt information. Outsiders who do not have the 
key can only decipher messages with extreme diffi culty or not at all. 
An authorized user who knows the prime numbers used, by contrast, 
can complete the task in seconds. Software offering this kind of secu-
rity is incorporated in browsers like Internet Explorer and Firefox, 
which we use to view Web sites. Related cryptographic techniques 
allow us to control our own data. Cryptography also allows data to 
be anonymized. The information in a medical fi le, for instance, can be 
separated from the patient’s personal details. Privacy would then still 
be guaranteed if the fi le were passed from one department to another 
or if it fell into the wrong hands. Technology is there to protect our 
data, and it is used in a myriad of ways.

WHY CRYPTOGRAPHY WORKS SO POORLY

Our society is becoming increasingly dependent on cryptographic 
security. It not only protects our payment transactions but also our 
new passports and the music we buy from the iTunes Music Store. 
How safe is that protection? What would happen if a smart mathema-
tician were to crack the codes? By no means every security measure 
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The protection afforded by cryptographic systems is based on the impossibility 
of factoring very large numbers. But security is a product of its time and needs 
to be constantly revisited. The challenge is to do this against a backdrop of 
steadily growing databases and increasingly complex data exchange. Source:
The RSA Laboratories, http://vermeer.net/rsa

has proved impregnable. Indeed, cracking digital security has become 
an attractive sport for some people. Pay-TV chips, phone cards, and 
electronic tickets have all been hacked. The fi rst DVDs had barely 
appeared on the market before the security method was published on 
the Internet. This was rapidly followed by software with which any-
one could copy a DVD despite its cryptographic protection. France 
Telecom caught a number of fraudsters who, rather stupidly, made 
calls that cost more units than even the highest denomination of 
phone card could possibly cover. But a lot more fraud probably goes 
undetected because the hackers in question are a little smarter.

What problems with cryptography result in protection mecha-
nisms that are so often fooled and broken? Henk van Tilborg, professor 

http://vermeer.net/rsa
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of cryptography at Eindhoven University of Technology, has studied 
security fl aws in depth. Our conversation with him was the latest in 
a long line. We regularly discuss data-security issues with him, and 
each year, his tone grows a little more pessimistic. “Data protection 
has deteriorated in recent years despite the powerful options offered 
by technology,” Van Tilborg says. “We already have the technology 
to virtually guarantee security. We’ve had cryptographic mechanisms 
of proven strength for many years now. The techniques exist; we just 
don’t use them or we don’t use them well enough.”

Henk van Tilborg is one of the rare people who care about the 
 personal data we give away to others. Googling his name produces 
only a long list of scientifi c papers and a LinkedIn profi le. You might 
also turn up his lectures on keeping secrets at a children’s university. 
But that’s about it. He’s not to be confused, incidentally, with the 
Catholic missionary of the same name. Most people, he notes, are 
considerably less cautious. “Nobody really cares. People don’t seem 
to worry whether their neighbor can peek into their PC. Most peo-
ple don’t attach any importance whatsoever to effective data protec-
tion. We cheerfully hand over every detail of our shopping habits 
in return for a few air miles. You can even break into the systems 
controlling certain industrial installations without too much effort. 
That’s unlikely to change until more people lose patience with all 
the errors and outdated information following them around or when 
some terrorist fi gures it out and then takes over a chemical plant.”

Van Tilborg thinks that since ordinary people don’t care about 
security, designers are less likely to focus on it either. “Many devices 
could be protected much more effectively,” he confi rms, adding that 
even when he and his colleagues have helped develop rock-solid secu-
rity techniques, things frequently go wrong further down the line. 
“Cryptographic protection is often the fi nal element of the design. 
It has to be cheap. That’s why the chip in a phone card has little pro-
cessing power and hence only limited protection. Designers prefer 
to use their budget to more appealing ends. They’d rather exploit a 
bit of spare printer memory to squeeze in another font or two. Any-
one looking to use a small amount of processing power to improve 
security usually ends up on the losing side. Designers tend to sacri-
fi ce security in favor of added functionality. It’s a question of choice. 
Really good security often requires a little extra processing power.” 
The same syndrome is familiar from everyday life. New homes are 
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often fi tted with standard cylinder locks because better ones are 
expensive. You can get doorplates to protect the cylinders from being 
punched out and locks with built-in steel pins that aren’t so easy to 
saw through. But people only tend to buy higher-quality locks after 
they’ve been burglarized.

Manufacturers save on security for rational reasons, Van Tilborg 
thinks. “Security doesn’t sell. Protection is invisible, especially when 
it’s doing its job. It doesn’t make for sexy advertisements. Far from 
it: To highlight your product’s excellent security features is to admit 
that there are dangers out there.” Security features are often a hin-
drance, too; there are passwords to remember or special procedures to 
go through when you fi rst hook up a new device. It is invariably at 
the expense of the ease with which the user can gain access. Adding 
security features costs time, too. In a world where every manufac-
turer is rushing to be the fi rst to market, security is often only an 
afterthought. Leaving it out shortens development time. And even 
when security is taken seriously, it’s often too late to change the 
course of development, and it ends up being added in a hurry during 
the fi nal design stage. “Protection for DVDs was a rush job, as the 
fi lm industry was divided over the new medium until the very last 
minute,” Van Tilborg says. “But protection needs to be considered 
at every stage of the design. You have to invest the necessary time.” 
Companies often get away with poorly secured connections because 
it is primarily others who have to bear the consequence of any data 
leakages. “In practice, you only see strong security teams at compa-
nies that directly depend on the protection of their products, such 
as Pay-TV channels and banks,” Van Tilborg points out. “Elsewhere, 
designers interested in better security often have to battle within 
their own companies.”2

GROWING COMPLEXITY

Security issues will only become more pressing in the years ahead, 
Henk van Tilborg thinks. More and more small devices need to be 
protected. Wireless communication between intelligent equipment is 
still in its infancy. Electronic organizers (PDAs) and mobile phones 
will increasingly communicate with computers, which in turn con-
trol wireless printers. Thermostats, refrigerators, and televisions will 
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soon be communicating with each other and with your PC. Other 
information systems, too, are increasingly connected. Airlines, for 
instance, link their booking systems to car rental fi rms and hotels. 
Before long, the power company and the letter carrier will automati-
cally know who is on vacation. All this communication will need to 
be secure because intruders will always enter through the weakest 
point. You don’t want your neighbors to access your computer via 
your wireless printer or to switch off your freezer when you’re on 
vacation. It’s far from easy to ensure the security of this type of con-
nection. Coupling increases complexity and therefore vulnerability. 
Every element in the system must be scrutinized. Complexity is the 
worst enemy of security.

According to Van Tilborg, security has become increasingly 
 diffi cult as computers have grown more powerful. “That makes it eas-
ier for hackers to get in.” The countermeasure is to use bigger prime 
numbers. But there are limits there as well. Choosing a number that’s 
twice as big doesn’t make security twice as good. “As computers get 
faster, you have to use disproportionately large numbers to rule out 
the risk of hacking. There are limits to that approach, especially for 
small devices. So you have to look to other cryptographic techniques, 
which makes the whole thing more complex.” Applications require 
ever more complex cryptography, and there is no sign that this will 
stop in the decade ahead. The result is more work than cryptogra-
phers can handle. Despite the Internet boom and the proliferation of 
electronic data fi les, the number of cryptographers working in indus-
try has barely risen over the past 10 years. As a result of growing 
complexity, security will steadily deteriorate, and hackers and fraud-
sters will experience less and less resistance.

WHO WILL PROTECT US?

The way to address the issue of growing complexity is through 
increased standardization, Henk van Tilborg thinks. “Every institu-
tion comes up with its own security system at the moment. We’re 
overloaded with credit cards, debit cards, and other plastic. Tax collec-
tors send out their own authorization codes, and banks issue us with 
special devices. Reducing that variety would make the cryptographer’s 
task less daunting. The fewer systems they have to take into account, 
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the better they can perform their tasks.” He cites the example of the 
“digital companion” his team is working on. The device Van Tilborg 
has in mind resembles a phone. It communicates with the bank, the 
hospital, the tax department, and other institutions that work with 
sensitive data. “The information is kept in the device, so you retain 
control over it. The different organizations can then use the system to 
communicate. The tax authorities obviously wouldn’t be able to look 
at your medical details: Each body would have its own key and spe-
cifi c authorization. Each one could also decide its own rules, including 
the right to amend the data in the companion. But you would only 
have to design and secure the system once.” The challenge will be 
to convince all the different organizations to use the system. “The 
technology is there, but it will take a lot to get everyone onboard. It’s 
tempting for each party just to go ahead and make its own system.”

A central system like this would obviously be attractive to 
 intruders. If you manage to hack it, then you’ll have broken into 
everything at once. “But you could put all your efforts into protect-
ing that one system,” Van Tilborg counters. “At the end of the day, 
that’s better than having a whole range of systems, each of which 
has its own specifi c weaknesses. Another important factor is that it 
would be a lot easier and more convenient to use than lots of sepa-
rate systems. You only have to take one thing with you. It would 
make things very simple, and that’s important. Otherwise, no one 
will want better security.”

Is Van Tilborg’s solution 100 percent secure? “There are several 
security methods we’ve been able to rely on for decades. They’re based 
on solid mathematical premises. But you can never rule out the possi-
bility that a new way will be discovered to crack them. We’d love to be 
able to prove that a particular technique is entirely secure, but that’s 
very diffi cult mathematically. There’s plenty of secure technology 
out there, and it doesn’t happen too often—fortunately—that sup-
posedly unbreakable mathematical techniques turn out to be unsafe. 
But you can’t guarantee security forever. Research has to continue to 
make sure we’re not caught unawares by new ways of circumventing 
security measures.”

One dangerous development could be the advent of the quantum 
computer.3 Although still in its infancy, its processors would work in 
an entirely different way, taking advantage of phenomena at atomic 
scale. This new breed of computers could perform certain calculations 
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much faster than classic machines. “That would mean the end of a 
widely used security technique—the RSA algorithm,” Van Tilborg 
admits. “But that’s still a long way to go. Quantum computers can 
only count up to 15 at this stage. We have time to prepare for their 
development. People are already working on security systems capable 
of standing up to quantum computers.” A more urgent focus is on 
the short term. “When it comes to a lot of practical security, huge 
improvements could quickly be achieved using techniques that are 
available already. It’s simply a question of attitude and awareness.”

WHY BOTHER?

Security is becoming more complex, the number of experts isn’t 
increasing, and consumers don’t think it’s important. The technol-
ogy is there, but it isn’t being used. Henk van Tilborg’s message 
certainly offers food for thought. We’re all acutely aware of reports 
of intercepted credit card details, phished passwords, and plundered 
bank accounts. What if more confi dential information were to leak? 
You needn’t have guilty secrets to be concerned about that possibility. 
Even model citizens are aware that more and more is known about 
them. The hacking of computer data has implications for our own 
security. The easier it is to come by other people’s personal details, the 
easier it is to pass yourself off as someone else. It used to be necessary 
to steal someone’s ID card, assuming your country had such things; 
now you simply need someone’s password or date of birth. Protect-
ing your property means securing your personal data. There’s a good 
reason we have locks on our front doors and we lock our parked cars.

Even if the information hasn’t been hacked, however, we have less 
and less control over who knows what about us. Using the kind of 
coupled databases Van Tilborg has in mind, our own data will disap-
pear from view. The more information is combined, the greater the 
likelihood of errors occurring. An incorrect note in the records of a 
credit card company can haunt a person for years, making it diffi cult 
to get a loan. Blacklists are frequently shared with other institutions, 
making it hard to correct a mistake or even to work out who has what 
information. And even if no errors have been made, you still have the 
problem that the information isn’t complete. You only have to Google 
your own name to see what kind of distorted picture the outside 
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world has of you. But it’s hard to do anything about that either. A fair 
approach would insist on everyone retaining control over their own 
data. There’s nothing new about this. There have always been people 
who have been misunderstood or slandered. What is new is that the 
dissemination of such misinformation is now so much wider.

Data will be preserved until far beyond our deaths. That means 
we’re going to be confronted more and more often by our own his-
tory, which will impact our opportunities in society. Recruiters are 
already looking for all the available information about job appli-
cants. The more they dig up out of old records, the less equal people’s 
opportunities will be. Individuals who ever make a mistake will have 
to answer for it for the rest of their lives. Confi dentiality and equality 
are intimately related.

Old records make people vulnerable if social attitudes change. His-
tory teaches us that democracy can be severely tested from time to 
time. And it is precisely at moments of heightened tension that we 
rely on the anonymity of the ballot box and must be most certain 
that we are not being manipulated or that essential details of our 
identity can be traced. In occupied Europe in World War II, it was 
considered an act of resistance to destroy the registrar’s records, as 
that information made it far easier to identify and murder Jewish 
citizens. Democracy demands privacy, especially at moments of ten-
sion. We don’t know how society will respond to the steady growth 
in the fl ow of data. Never before has so much been known about so 
many people. And it is more and more common for that information 
to be available for anyone to read without any form of protection. 
Lots of people cheerfully publish every detail of what they’re up to 
on the Internet. Things they’d never tell their neighbors are there for 
anyone to read in cyberspace. Services like Facebook, LinkedIn, and 
Twitter have hundreds of millions of users, all of whom eagerly com-
municate about where they are and what they’re thinking.

Looking back over human history, we fi nd a steady increase in 
scale. News was mostly shared in agrarian communities within small 
groups. Growing urbanization was accompanied by an increase in scale 
and the number of cross-connections. In our current global village, 
we share everything with everyone. The scale couldn’t be any bigger. 
What are the implications of all this openness about our everyday 
lives? What would happen if everyone were to take all that informa-
tion seriously? Will social dynamism be increased by these waves of 



144  TOOLS

information about other people? Or will it become more rigid, seeing 
as it will be so much easier to identify like-minded people? What is 
the future of democracy if the government knows everything about 
us? Could you love a person about whom you know everything 
before you’ve even met? And what impact will this openness have 
on our identity? Will we hide our personalities away and reveal only 
what we want to? Or will we learn to forgive people’s mistakes and 
understand that a person’s past doesn’t tell us anything about his or 
her future?

We’ll learn the answers to these questions in the decade ahead. 
Scientists are currently researching online social networks to identify 
patterns and developments.4 Studies like this could provide a clearer 
understanding of how our behavior will change under the infl uence 
of the mass. Our conception of privacy—always variable—is likely 
to change again. Greater understanding of the side effects can help 
us decide which information is to be safeguarded to protect our lives 
and to stabilize society. That will also help us make the most effective 
possible use of the scarce cryptographic resources being developed by 
Henk van Tilborg and his colleagues.



3.5

MANAGING FAILURES

Computers are the engines that drive our society. We get paid via 
computer, and we use them to vote in elections; computers decide 
whether to deploy the airbags in our car; and doctors use them to 
help identify a patient’s injuries. Computers are embedded in all sorts 
of processes nowadays, and that can make us vulnerable. Because of 
a single computer glitch, large payment systems can grind to a halt. 
When computers malfunction, we risk losing our power supply, our 
railway links, and our communications. Worst of all, we habitually 
shift responsibility to computers and blindly follow their advice. This 
is why patients occasionally receive ridiculously high doses of a pow-
erful drug or a car driver who blindly follows his satnav may end up 
in a ditch. Ubiquitous computer use can cause otherwise responsible 
people to leave their common sense at home.

We’re all too familiar with poorly designed software, computer 
errors, or—worse still—programs that fl atly refuse to function prop-
erly no matter what we do. It is hardly surprising then that computer 
failures cost the world hundreds of billions of dollars a year. In the 
United States alone, failed computer projects are believed to waste 
$55 billion annually.1 And the media only report the tip of the iceberg—
the foul-ups that cost millions or result in fatalities. For instance, in 
the 1980s, several cancer patients were killed by a programming error 
that caused the Therac 25 radiotherapy unit to deliver excessive doses 
of radiation. In 1996, Europe’s fi rst Ariane 5 rocket had to be blown up 
a mere 37 seconds after launch in what might be the costliest software 
failure in history. In 2007, six F-22 aircraft experienced multiple com-
puter crashes as they crossed the date line, disabling all navigation and 
communication systems. The list can be extended endlessly, and there 
are many more failures that we never hear about. Only about a third 
of all computer projects can be described as successful, and even these 
are hardly error-free.2 Why can’t we prevent programming mistakes? 
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Could we improve computers and their software to protect society 
from the “moods”’ of its digital machines?

SYSTEMATIC DESIGN

In many cases, pressure to cut costs and meet delivery deadlines 
is to blame. All the same, there is plenty of room for fundamental 
improvement. We would be much better off, for instance, if software 
makers adopted the kind of robust design methodologies we fi nd in 
other technological fi elds. When architects draw up plans for a house, 
for instance, they begin by calculating how strong the foundations 
need to be, as it’s not easy to change these things further down the 
line. Hence, exhaustive calculations are done before any kind of con-
struction work begins. You get only one chance to do it right. When 
the moment fi nally comes to start constructing the house, it’s simply 
a matter of executing the instructions and then testing to see if all 
has gone according to plan. The bricklayers don’t have to fi gure out 
for themselves what color mortar the architect had in mind. The con-
crete people don’t have to decide how much reinforcement is needed. 
That’s the designers’ responsibility.

Surprisingly, software is rarely designed in such a rigorous man-
ner. Since computer code can be altered at any time, new ideas are 
frequently incorporated in projects already under way. Objectives 
and functionality are changed in line with advances made during the 
execution of the project. Working more systematically would be a 
step in the right direction: Creating complexity requires strict design 
procedures. Chip producers learned to adopt systematic procedures 
the hard way after it was found that Pentium processors were making 
calculation errors. The fault cost Intel in the region of $1 billion. The 
company’s principal competitor, AMD, also felt obliged to introduce 
design procedures that were systematic and fully transparent. AMD 
now claims it can demonstrate that a design is correct even before it 
starts manufacturing.

Systematic software design is still the exception, and even then, it’s 
only a fi rst step. Software is far more complex than a house, so errors 
are inevitable, even with the most painstaking design methods. Iden-
tifying errors within the complex edifi ce represented by computer 
software is notoriously diffi cult. The applications used by a bank, say, 
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can quickly run to tens of millions of lines of code, not to mention 
the fact that these lines aren’t executed in a linear fashion. Computer 
software is a jumble of cross-connections and jumps to other parts 
of the program. It comprises a matrix of instructions with countless 
links. The structure of a piece of software is hundreds of times more 
complex than that of a skyscraper. It’s advisable, therefore, to test the 
program once it has been constructed. Systematic testing procedures 
have been developed that replicate user input and check the function-
ing of the program under a variety of conditions. Similarly, newly 
constructed bridges are stress tested in some countries by loading 
them up with a line of trucks so that engineers can verify that the 
strain on the bridge’s suspension conforms to the original calcula-
tions. This won’t predict how the structure would stand up to an 
exceptional natural disaster, but it can help identify any miscalcula-
tions. Similar testing is rarely performed on software, however.

Since the early 1990s computer scientists have developed  formal 
analysis tools that run through every possible cross-connection 
within the code. This kind of analysis can only be performed on a 
very limited part of a computer program—when testing a new com-
puter communication standard like universal serial bus (USB), for 
instance.3 But it does scrutinize the code from top to bottom and lists 
all the errors it detects. This makes the technique a genuine improve-
ment. Similar methods may be used in the future for critical sections 
of code in software designed to control nuclear installations, military 
hardware, or fi nancial systems. Yet they can never be applied to a 
computer program as a whole. Working through every possible per-
mutation of computer instructions one step at a time isn’t an option. 
There are far too many of them—more combinations, indeed, than 
there are atoms in the universe. It would literally take an eternity to 
work your way through all the cross-connections.

Thus, although we can do something to prevent software errors, 
computers will never be perfect. To banish errors more effi ciently, we 
may need a radically different approach inspired by complexity science.

REDUCING COMPLEXITY

Klaus Mainzer is professor of philosophy at the Institute of Inter-
disciplinary Computer Science at the University of Augsburg and, 
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more recently, the Munich University of Technology. We met him 
in the medieval German city of Augsburg to discuss new approaches 
to computer programming. Augsburg was a free city for many cen-
turies, traditionally offering a haven to refugees from the central-
ized, monoreligious principalities that surrounded it. The old church 
and synagogue, for instance, are built alongside one another and even 
share a common wall.

Inside the modern university building, Mainzer is happy to talk 
about complexity. He originally studied complexity in the context of 
digital systems but has widened his study to the diffi culties confront-
ing designers and a broad range of nonlinear processes at work within 
our society. He is the author of a best-selling book on complexity.4

Digital systems are becoming more and more complicated, he says. 
“Take the controls in your car: The amount of electronics is unbeliev-
able, and it’s growing all the time. The more complex they become, 
the more common it is for these systems to suddenly stop working for 
some unknown reason. Electronic systems and the software that con-
trols them are rigid, infl exible, and strongly interrelated. The slight-
est anomaly can cause the whole car to fail. Every now and again, 
you pull up at the lights and everything stops working. You have to 
restart the car to get them to function properly again.”

Problems like this are not unusual in complex systems. Local 
errors have also triggered widespread failure in telecommunication 
and power supply networks. “Rebooting” your car may help, but the 
real solution is to decentralize the controls, Mainzer continues. He 
describes a prototype car he built together with designers at Mer-
cedes in which the vehicle was broken down into autonomous parts. 
“Each ‘carlet’ can confi gure itself and cooperate with the others. If 
part of the unit controlling the lights should fail, its other carlets take 
over what is, after all, a vital function. That’s exactly how your brain 
works. If you suffer a stroke, certain functions fail. You might not be 
able to speak anymore. But you compensate by writing and using ges-
tures. And it’s often possible to reactivate the speech centers—albeit 
after a considerable amount of training. The system self-organizes 
into a new and stable confi guration.” Carlets have the added benefi t 
that they are limited in scope and easier to test. “The same concept 
is also helpful when adapting software,” Mainzer says. “You can eas-
ily extend the functionality of the car by adding new carlets. It’s a 
totally different approach to software design. You don’t need to build 



Managing Failures  149

a single huge computer program that can’t be readily adjusted. The 
system can grow in an evolutionary way instead, constantly regroup-
ing whenever new functionalities are added. Evolutionary software 
architecture of this kind also makes it easy to change functionalities 
during the lifetime of a car.”

A similar approach could make the microelectronic circuitry of 
computer processors more reliable. We’re packing more and more 
components onto a chip, which makes it more diffi cult to implement 
them without any errors. If there is a single fault among all those 
millions of components, the entire chip will malfunction. The lives of 
chipmakers are increasingly defi ned by components that break down 
prematurely or do not function stably or reliably over time. Chip 
designers already spend about a third of their time trying to head off 
component failure. And these problems will only increase as minia-
turization continues: The smaller the details become, the tougher it 
is to avoid faults. If a chip has a defect, it should be able to reprogram 
itself so that the fault can be bypassed. In the same way, a chip can 
take advantage of components that happen to operate particularly 
well by giving them a bigger role. In this way, performance is no 
longer determined by the weakest element but by the strongest. This 
in turn opens the door to further improvements. If chips have a fl ex-
ible and intelligent internal network, they can be made to adapt their 
function when circumstances change. A similar approach also helps in 
telecommunication and power supply systems. A well-designed net-
work should be able to bypass a fault and reroute the data stream or 
electrical power.

NEURAL NETWORKS

Klaus Mainzer has also studied another approach to computing: the 
use of neural networks. These crudely imitate the functioning of neu-
rons in human brains, based on the pioneering work of American 
scientist John Hopfi eld in the early 1980s.5 Hopfi eld linked up small 
processors that communicate with their neighbors in roughly the 
same way that brain cells do. One side of the network can be con-
nected to an input device, such as a camera, and the network then 
communicates its decisions on the other side. The neural network is 
trained using hundreds of situations from the past. In this way, the 
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individual components of the network learn how they are supposed 
to respond to the signals from their neighbors, and a correlation 
eventually arises between input and output. You don’t have to write 
a program for a neuronal computer of this kind; instead, you spoon-
feed it with examples of “correct behavior.”

Neural networks can be deployed in all sorts of situations where 
it is hard to specify rules, Mainzer explains. “Neural networks can 
make decisions based on vague criteria in areas like controlling the 
temperature of a building or speech recognition. Learning and self-
organization are the distinguishing features of a neural network. 
Like the human brain, neural networks are fl exible and fault tolerant. 
That’s why they have become such an infl uential paradigm in com-
plexity research.” Neural networks don’t execute computer instruc-
tions one by one as “traditional” computers do; their processors work 
in parallel. “Or rather, we could build them to do so. For practical rea-
sons, neural networks are still largely executed on standard comput-
ers in which they are simulated using a software-controlled system. 
The goal, however, is to build special hardware, as that would result 
in systems that are truly robust and adaptive.”

“Today’s neural networks are still far too primitive to even begin 
to emulate our human consciousness,” Klaus Mainzer admits. “They 
only resemble our brains to a limited extent.” A few thousand pro-
cessors are active in the computer’s network compared to the 100 bil-
lion neurons in the human brain. “They don’t function in anything 
like the same way as living nervous systems. And they don’t need to 
either. No signifi cant progress has ever been made in the history of 
technology by slavishly imitating nature. Humans didn’t learn to fl y 
by copying birds; you can’t just put on a feathered suit and take to 
the skies. Only when we’d fi gured out the laws of aerodynamics did 
it become possible to build a fl ying machine,” Mainzer concludes. “If 
we want to build really intelligent computers, we’re going to have to 
discover the basic laws underlying the functioning of the brain.”
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ROBUST LOGISTICS

Our lives seem to revolve around schedules. If we don’t honor them 
with second-to-second precision, we miss our trains and our work-
place rosters fall apart. We’re reliant on one another, and we constantly 
have to coordinate our schedules with those of others. Planning is 
crucial to our industry, too. If you unexpectedly run out of nuts and 
bolts, you can’t make any more cars, and the entire production pro-
cess grinds to a halt. No manufacturer can afford that, so industrial 
companies employ large teams of specialists whose job is to ensure 
there are never any shortages of key parts. A worldwide logistic net-
work has become our industry’s lifeblood.

The central issue facing logistics is that of reliability. How do you 
keep your supply network intact? And how do you limit the conse-
quences if it fails? These are questions that go far beyond the supply 
of nuts and bolts for new cars. Reliable logistics touches equally on 
the web of interactions that determine food production and the opti-
mization of the Internet. It also extends to power supply, telecom-
munications, and workforce. Reliable networks make our society tick. 
But they face uncertainties of various kinds. That lends a broader sig-
nifi cance to insights gained from industrial logistics, which offer us 
tools we can use to optimize networks and account for uncertainties 
in other areas as well.

INVENTORIES

The reliability of a supply network is intimately bound up with the 
inventories you need to maintain. Businesses hold millions of dollars’ 
worth of supplies in their warehouses to make absolutely certain they 
never cease production due to a failure in the supply chain. So the key 
question is how large a stock do you need to hold of each component? 
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Smart planning to hold down inventory levels in your warehouse 
generates immediate savings. On the other hand, you need enough 
stock to ensure continuity should anything go wrong.

Optimizing storage is a common problem in supply networks. 
There is always a trade-off between the reliability of the network and 
the need for it to be profi table in an economic sense. Where local stor-
age is impossible or very expensive—in a power grid, for instance—
the network must be extremely reliable. Where local production is 
reliable and storage is cheap, you can take the pressure off a network 
by incorporating a local cache. Nuts and bolts are cheap, so industry 
is likely to maintain huge stocks of them, sharply reducing a plant’s 
reliance on any given supplier. More valuable components such 
as engines, by contrast, have to be delivered “just in time,” which 
requires a tightly managed procedure.

This is not simply a matter of transportation links between 
 companies. Complex networks also exist within individual businesses 
for manufacturing and storing the intermediate products that provide a 
buffer for contingencies. Accordingly, effective management of logistic 
networks has to take into account many aspects of the relevant busi-
ness. Personnel rosters have to be drawn up, machinery needs to be 
deployed as effi ciently as possible, and customers’ orders have to be 
fulfi lled on time. Planning is an immense jigsaw in which everything 
depends on everything else. To do it without error takes powerful com-
puters and different kinds of software, such as Enterprise Resource 
Planning (ERP) and Advanced Planning and Scheduling (APS) sys-
tems. These are often sizable and expensive systems linked to bar-code 
scanners, warehouse robots, and production machines. They precisely 
track supply levels, the location of each delivery, the status of orders, 
and machine availability within the plant. Together, this provides over-
all control of everything that goes on. Fast data connections enable a 
fi rm’s computers to communicate with its suppliers, customers, and 
subsidiaries. Large corporations frequently combine data from all over 
the world to help them make the most effective operational choices.

EVER MORE DATA

Supermarket chains use this kind of advanced planning to stock their 
stores. Large computers in local branches collect checkout data, which 
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are then processed at the head offi ce to calculate precisely how many 
packets of coffee, bottles of cola, and bunches of bananas each branch 
needs. Scheduling the subsequent deliveries based on those data is, 
however, horribly complex. There is so much information, and the 
calculations are so computer-time intensive that even the most pow-
erful computers can’t handle the process perfectly. Planning the jour-
ney of a single sales representative is hard enough, as illustrated by 
the celebrated “traveling salesman problem.” This sets the challenge 
of fi nding the shortest route between a number of cities. If there are 
fi fteen cities, for example, there will be billions of possible routes. 
Mathematicians have devised strategies to tackle the problem, but it 
is very diffi cult to demonstrate that a particular route is indeed the 
best. Meanwhile, industrial planners face far more complex versions 
of this mathematical conundrum every day. Each situation requires a 
different strategy to arrive at the optimum solution.

What happens in practice is that the problem is simplifi ed and 
assumptions are made, allowing the planner to use a standard soft-
ware package that generates a usable schedule after a few hours of 
processing. The results are often far from perfect, but they’re as good 
as computers can manage. There is steady improvement, of course, as 
computers become more powerful with each new generation of proces-
sors. So what will companies’ operational planning look like 20 years 
from now? Will an omniscient computer plan every tiny detail? Will 
supermarket shelves be kept stocked to the last gram?

One scenario is that the software will be constantly refi ned to take 
better and more accurate account of all the available data. Companies 
will then perform their calculations with increasing precision, adding 
more detailed information and solving ever more complex variants of 
the traveling salesman problem. Data will become progressively more 
detailed as a growing amount of information is recorded concerning 
every aspect of a company’s activity. Operations will increasingly be 
performed digitally, making them easier to monitor. Every phone call, 
computer process, and movement will be recorded and then used to 
improve planning so that personnel, machines, and suppliers can be 
deployed even more intelligently. More data and greater computing 
power equate in this scenario with more sophisticated planning. Ide-
ally, every time a packet of coffee is sold, this will be communicated 
directly to the distribution center, which will take immediate account 
of it when preparing orders.
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THE FUTURE OF PLANNING

We talked about this prospect to Ton de Kok, who is director of the 
European Supply Chain Forum—a network of global companies 
focusing on supply chain management. As professor of the quantita-
tive analysis of logistics systems at Eindhoven University, De Kok is 
concerned with collecting and using large volumes of data. “Knowing 
everything about a business doesn’t produce effective plans,” he says. 
“More data and better software don’t necessarily guarantee greater 
precision. Larger calculations merely give the illusion of precision. 
It’s a totally wrong approach. Complexity theory suggests that it’s 
simply not practical to fi nd an optimum answer to most planning 
issues. You can go on doubling your processing power, but you’ll still 
have to simplify; otherwise, it won’t work. Planning computers use 
lots of rules of thumb, and that’s not going to change, especially as 
the amount of data goes on increasing. The price you pay is that you 
abstract the issues to such an extent that the results you get no longer 
match the reality.”

What’s more, De Kok continues, the data you collect are often less 
precise than management thinks. “It’s tempting to believe that more 
details will result in more precise planning. Businesspeople and scien-
tists tend to believe that everything works in a predictable way. I don’t 
agree. The future is never precisely what you expect, and that goes 
for business activities, too. Business operations aren’t a chess game in 
which you can fi gure out every move right through to the end.” This 
becomes obvious as soon as you start to measure production times 
with a stopwatch—something De Kok always does with his students, 
for whom it is invariably a revelation. “If you actually stand next to 
the person doing the work, you realize that things don’t all occur in a 
predictable way; you get big variations instead. It makes a difference 
whether it’s a Monday or a Friday. Some employees are more ener-
getic than others. Some machines work better. Just try to predict how 
long it will take a truck to do a 100-kilometer journey between two 
cities. If you can get it right to within 15 minutes, you’re doing well. 
Tomorrow they might dig up a road somewhere, and your delivery 
times go out the window. Nor is it possible to forecast demand. We 
simply do not know which customer will buy our products next week. 
The pitfall is to assume that your estimate of this demand is fully 
correct. You then base all your actions on a false assumption.”
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The problem, according to De Kok, is that planning software 
doesn’t take account of this kind of variation and uncertainty. “Com-
puters simply churn out ever more detailed plans. In many cases, the 
software will generate a schedule in which every last bit of slack—
along with any potential fl exibility—has been removed. In this kind 
of planning, no machine is ever left idle, and there’s not a single bolt 
too many in the warehouse. Employees have to keep up a demanding 
pace to stay on schedule. The lack of fl exibility means, however, that 
even a minor delay can have major consequences. That’s the dilemma: 
The more precise your planning, the harder it is to adjust and the 
more frequently you’ll have to throw it out altogether. The implica-
tions can be huge.”

We see a similar effect in other areas, too. The power grid has such 
strong interdependencies that a single minor outage can propagate 
across an entire continent, pulling services down on its way. As we 
saw in the fi rst chapter of this book, meanwhile, the international 
food trade web is so intricate that a local shortage immediately cre-
ates a global problem. Only traditional farmers who use their own 
seed and manure are unaffected.

“Once you acknowledge that your data are full of uncertainties, 
planning becomes a lot simpler,” De Kok promises. “A lot of infor-
mation can stay local; checkout data can comfortably remain at the 
relevant branch. That’s a totally different principle to the way we 
currently develop technology. Companies needn’t invest millions in 
a vain attempt to pin down everything going on within and beyond 
their walls. Rather than endless data collection, we should accept that 
some things are unpredictable and uncertain. In some cases, we do 
know how transport times, processing stages, and purchasing behav-
ior can vary, and some factors fl uctuate more strongly than others. 
We need planning software that takes greater account of uncer-
tainty. It remains diffi cult to take full account of statistical variations 
like this, but that’s the challenge to be met in what is a new fi eld of 
research.”

Ton de Kok is not alone with his critique. In recent years, complex-
ity research has come up with totally new approaches for handling 
uncertainty in planning processes. Although it’s still early, similar 
thinking about decentralization can also be detected in other areas 
that are characterized by complex networks and local factors, such 
as telecommunications, power networks, and computers. Modern 
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telecom techniques use decentralized “distributed intelligence” to 
respond rapidly to network blockages.

Perhaps there’s a lot we could learn from nature. A great deal of 
decentralized regulation occurs in our own bodies, too, which can cope 
with shifting local needs while still continuing to function as a unit. 
Other approaches will no doubt arise as the research proceeds. But if 
Ton de Kok has anything to do with it, the future lies in decentralized 
planning. Combining the concept of decentralized planning with the 
concept of stochastic models and generic insights drawn from them 
yields more effective network planning and control mechanisms that 
are totally different from what is used today.
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ADVANCED MACHINES

What looks like a cake tin on wheels is working its way around 
the room. The robot vacuum cleaner is just as noisy as a normal 
one, but there’s an important difference: You don’t have to lift a 
fi nger to clean your fl oor. The dirt collects inside the robot’s body, 
swept up industriously by the rotating brushes and sucked in by 
the motor. The machine’s sensor fl ickers over the spot where some 
bread crumbs just fell, telling it that this is an especially dirty 
place, which requires an extra sweep for good measure. At the edge 
of the stairs, the cake tin detects the drop and changes course in 
the nick of time. Having surveyed the room three times, the robot 
concludes that its job is done. Everything is clean. No more argu-
ing over who has to vacuum the fl oor. Let the machine do the work 
while you sit in a comfortable chair, maybe with another robot for 
a pet. You can already buy devices like this for a couple of hundred 
dollars.

In fact, much of the Industrial Revolution is about machines 
working for us. That has dramatically changed productivity and 
labor. In our households, too, we have a number of machines that 
do the work for us. Examples are our washing machines and dry-
ers. But for as long as machines have existed, we have dreamed 
of robots that could take over more tedious chores—metal people 
who would obey our every order and do our work for us—open 
the door, boil the potatoes, fi x the car. It’s no coincidence that robot
derives from the word for “work” in most of the Slavic languages. 
Robots spark fantasies of large factories full of metal workers lifting 
boxes, toiling on the production line, and designing new products at 
their drawing boards. These are some serious toys. They extend our 
human capacities in much the same way as all the other tools we 
have developed in the course of our history. Some are already in use 
in our daily lives, including ones that make  independent and crucial 
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decisions without seeking our input. The antilock brakes in our cars, 
for instance, is a kind of robot, too. It acts faster and more precisely 
than we ever could if the car suddenly threatens to skid out of con-
trol. In practice, though, we tend to label as “robots” only those 
machines that are intended to mimic some kind of human behavior. 
These could now offer some of the tools we need to tackle the major 
problems of our era. We’re no longer simply talking about vacuum-
ing or welding but about helping to care for old people, improving 
the precision of surgical operations, and streamlining our transport 
systems. Robots will also feature more prominently in our daily 
lives as human–machine interfaces steadily improve in response to 
advances in voice recognition.

Robots are monomaniacs that can repeat the same action thousands of times, 
often with greater precision and speed than humans can manage. Much of the 
Industrial Revolution is about machines working for us. That has dramatically 
changed productivity and labor. But industrial robots are specialist machines, 
not versatile employees capable of performing different tasks every day. To be 
even more useful, robots should be more felxible in their capabilities. Indus-
try increasingly demands fl exibility. Source: Guizzo, E. (2008). The rise of the 
machines. IEEE Spectrum, 45(12), 88.
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HUMANOIDS

Engineers are getting better and better at emulating human charac-
teristics in robots. There is a ceaseless competition to design robots 
capable of replicating human capabilities as closely as possible. Honda 
took the lead at the beginning of this century with Asimo, which 
resembles a midget in a space suit. Asimo is a toy human that walks 
upright. Its arms and legs are controlled mechanically beneath a 
snow-white plastic skin. Cameras behind the visor of its space helmet 
survey the robot’s surroundings. Asimo can already tighten screws, 
fetch newspapers, and carry messages, effortlessly avoiding chairs 
and tables in the process. Honda even used Asimo as a receptionist 
at one of its offi ces, greeting visitors and bringing them cups of cof-
fee. Honda’s toy people have proved a great success in commercials, 
at conferences, and in playgrounds. Asian businesses have invested 
billions in all-round humanoid robots like this. New techniques are 
being explored that can later be applied to industrial robots. More 
recent examples include Hoap (Fujitsu, 2001), Qrio (Sony, 2003), 
Wakamaru (Mitsubishi, 2005), iCat (Philips, 2005), HRP-4C (AIST, 
Japan, 2009), and many more. These robots imitate a whole range of 
human characteristics, feeding themselves with electricity, learning, 
moving like humans, and communicating with us.

Coordinating the movements of humanoid robots is an intricate 
task. Robots already exist that can climb stairs, jump, and dance. It’s 
all still very mechanical, but it’s fun to watch. Robot movements are 
still far removed from real human motion. Humanoid robots aren’t 
terribly good at walking on two legs. That’s hardly surprising, as it 
takes humans themselves at least a year to get the knack. When we 
sense that we’re losing our balance, we throw out our arms or shift 
our hips to regain a fi rmer stance. Natural limbs have all sorts of 
subtle capabilities for adjusting their movement. The human foot 
alone is made up of numerous little bones and muscles that enable 
us to walk easily across bumpy or soft terrain. The muscles tense one 
after the other so that we can lift our feet in a fl uid movement. Try 
building a machine capable of doing that. Anyone who has an artifi -
cial knee or hip will be familiar with the stiff motions they produce; 
artifi cial limbs rotate less smoothly than real ones whether in human 
beings or robots. Robot joints are less fl exible than ours, so the wear 
on them is a signifi cant maintenance issue for industrial applications. 
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Some designers have produced complex metal joints surrounded by 
tiny motors that imitate human muscles. Other robots have big fl at 
feet. Those keep them from falling over but also mean that the robots 
in question could never hope to walk along a bumpy path in a forest 
or fi eld. The question is, however, whether the human model is the 
most effi cient one. Nobody would object to a doglike robot to tighten 
screws, provided it was stabler.

Robots have already become suffi ciently human, however, to 
 compete in the RoboCup—the annual cybernetic world soccer cham-
pionships. The 2009 tournament saw robots doing throw-ins thanks 
to improved control of arm movements. The metal soccer players can 
now create mental models—scenarios of the different ways in which 
the game could develop. After each tournament, the engineers share 
their secrets, enabling opponents to learn from one another. This 
signifi cantly speeds up the rate of progress—not to mention ensur-
ing rapid jumps and slides in the league table. What will really make 
everyone sit up and take note, however, is when robot soccer players 
become better than humans. The RoboCup organization has set itself 
the goal of producing robots that can beat a national soccer team by 
2050. The ultimate objective is not to revolutionize soccer but to per-
fect robots in ways that enable them to perform other tasks—in our 
homes, offi ces, and factories, for instance.

NOT JUST ANOTHER TOY

It’s fun when robots deliver a newspaper or play soccer, but it’s hardly 
going to save humanity. Nevertheless, copying humans and develop-
ing robotic soccer have a clear appeal. The practice they offer will 
help produce machines that are useful and which give us the tools 
we need to push humanity forward. Serious robots are often less 
human. Most of them don’t look like metal people any more than the 
robotic vacuum cleaner does. Welding, painting, and assembly robots 
have been toiling in our factories for more than 40 years now. They 
reduce labor costs and offer mass production combined with a high 
degree of precision. It all began with a simple assembly robot at Gen-
eral Motors in 1961, but subsequent development was rapid. If you 
take a look inside a modern car manufacturing plant, you’ll fi nd one 
robot for every ten human workers. According to the International 
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 Federation of Robotics (IFR),1 something like a million industrial 
robots are now employed around the world. Future industrial robots 
will be able to perform more tasks, respond to changes more rapidly, 
and detect imminent failures.

There is a signifi cant difference between these machines and peo-
ple. Industrial robots always do exactly the same thing, just as they 
have been programmed. Once you’ve taught them how to weld or 
paint, they can repeat that same action thousands of times, often with 
greater precision than we humans can manage. They are monomani-
acs, and that’s precisely their strength. In many cases, the reason for 
introducing robots is often not about cost but precision. A robot is, 
after all, more expensive in most cases than a salaried person.

Being a monomaniac has its drawback, too. If the model of car 
changes, robots have to be taught what to do all over again. Indus-
trial robots are specialist machines, not versatile employees capable 
of performing different tasks every day. To be more useful, robots 
should be more human, maybe not in their appearance but in terms 
of their performance. Industry increasingly demands fl exibility. Hav-
ing welded a steel shelf unit together, the robot should ideally be able 
to switch straight away to a steel cabinet. That’s where the knowledge 
gained from building toy humans comes in. Playing with toy robots 
teaches us how to respond faster to changes and how to detect immi-
nent errors. Industrial robots need to be more human in the way they 
perceive their surroundings and how they respond to unexpected sit-
uations. For this reason, collaboration between machines and interac-
tion with humans are becoming increasingly important.

OPERATING THEATER

“Robots and people make for a pretty formidable combination,” 
observes Maarten Steinbuch, professor of systems and control at 
Eindhoven University of Technology in the Netherlands. He has 
a particular interest in the way devices are controlled—an area in 
which he admits a number of breakthroughs are needed. “Human 
beings and robots sometimes work extremely closely together. One 
example is abdominal operations in which the surgeon uses a joy-
stick to control a robot.” In this instance, the robot arm is a tube that 
enters the abdomen through a small incision. A camera and  cutting 
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instruments are attached to it. The surgeon controls the robot from 
a console that provides an enlarged, three-dimensional image, ensur-
ing greater precision. “Surgeons can zoom in on the details they want 
to see, and their movements are enlarged accordingly,” Steinbuch 
explains. “They can then operate on a gall bladder, remove the appen-
dix, or repair a hernia.”

The current generation of medical robots also has its limitations, 
however. They are large and heavy, making them diffi cult to deploy. 
What’s more, they take theater staff too long to set up. “But robots 
are becoming lighter and easier to use,” Steinbuch says. “We’re also 
working on medical robots that are more responsive to the surgeon.” 
This picks up on the fact that surgeons can’t “feel” the patient when 
they work with controls on a console. The tactile element is, however, 
an important surgical skill, as surgeons learn how to evaluate the tis-
sue using their fi ngers. “It’s extremely diffi cult to provide the feed-
back that will give surgeons back that tactile sense. You have to design 
the medical instruments in a different way if you want to detect the 
forces that are involved. We’re carrying out research into perception, 
too, so that we can learn precisely what surgeons want to feel and 
how. The electronic controls have to transmit changes in the tissue to 
the surgeon.”

In some cases, that sense of force will be something surgeons are 
able to experience for the fi rst time. “That’s the case with eye opera-
tions, for instance, which is one of the applications for which we’re 
developing a medical robot,” Steinbuch continues. “Up to now, sur-
geons have never had any physical sensation when working directly 
on the eye, as the tissue is extremely soft. We can give them a kind of 
tactile feedback they’ve never had before.” The techniques being devel-
oped for these robots have many other applications. “We’re studying 
the possibility, for instance, of developing remotely controlled cath-
eters for heart operations. And our tactile feedback approach is also 
being applied to the control of vehicles.”

PERSONAL ROBOTS

Robots will feature more and more frequently in our daily lives, 
Maarten Steinbuch thinks. The population is aging, and there are 
already too few people to help the elderly to dress, wash, and eat. 
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There’ll be a serious need in the future for artifi cial hands to help 
around the home. Toyota believes that care robots will soon be as 
common as hearing aids. Although these things aren’t too far away, 
engineers still have a number of problems to solve. “Easing a support 
stocking up a swollen leg takes the kind of precision and fl exibility that 
right now only a human being can provide. It’s way too complex for 
robots. And robots are confronted in the home with unforeseen situ-
ations to which they have to respond appropriately. Robots haven’t 
suffi ciently mastered observation, image processing, or movement to 
be able to do that yet. The diffi culty is that robot design requires you 
to combine knowledge from highly divergent disciplines. It involves 
mechanical engineers, electrical engineers, physicists, and IT special-
ists, each group with its own methods and its own tools. All of which 
you have to cram into a single high-tech machine.”

A number of breakthroughs are also required in the way devices are 
powered and controlled. “Limited battery capacity remains a serious 
obstacle at this point,” Steinbuch admits. “There are lots of functions 
that will require robots to be able to move around independently for 
longer.” Meanwhile, we may teach the robots to fi nd wall sockets to 
recharge their batteries. Sensors are nowhere near rapid enough yet 
either. “You need to observe your surroundings faster if you’re going 
to respond effectively. The sensor technology isn’t up to that yet.” 
There’s a lack of standardization, too, which means each new robot 
project has to start from scratch. Some kind of common development 
platform is urgently needed so that previous developments can be 
readily incorporated into new designs. That would also facilitate the 
development of operating software for robots, which remains very 
ineffi cient at this stage. “Robot software is complex,” Steinbuch con-
fi rms. “Tracing and correcting errors are diffi cult and time-consum-
ing. Programming is hard—especially when different robots have to 
collaborate or when human beings come into the equation. Robots 
have to pass components between themselves and coordinate their 
actions. But they can also get in each other’s way. The more fl exible 
the machines become and the more they work together, the harder it 
is to keep track of whether everything is going smoothly.”

These diffi culties aren’t surprising, given that every robot move-
ment is centrally controlled and determined by a series of rules. An 
alternative is to make robots more adaptive. When they measure the 
effect of every movement they make, they may learn how to shift their 
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legs or move their arms at just the right moment. That turns out to 
be much easier than trying to calculate every last movement of a 
series of electric motors. Robots of this kind can even walk on stilts. 
This approach has arisen from our knowledge of complex systems. 
And it’s merely one of the potential alternative approaches. Whether 
robots are playing soccer, lifting an elderly woman out of bed, or 
operating on your eye, a great deal of interaction is always required. 
Robots are being asked to perform progressively more complex tasks 
in which feedback and interconnection are increasingly important. 
Greater knowledge of complex systems will contribute substantially 
to their improvement.

“We’re only at the beginning right now,” Maarten Steinbuch 
thinks. “Robots represent the next industrial revolution. The time is 
riper for them now than it was 20 years ago. Some years from now, 
there will be some kind of robot in many houses. The technology is 
beginning to converge. We’re learning how to manage the complexity 
of robot interaction with people.



Part 4
HUMANS
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Human beings are much more complex than any technology we could 
devise today. How many machines are good for 80 or 90 years of ser-
vice? Our immune system—set up at birth—is able to repel diseases 
that don’t even exist yet. Most viruses that proliferate 50 years after 
we were born can be defeated just as easily as maladies that have been 
dogging humans for generations. Effective health care means that—in 
most regions of the planet—we are living longer and longer. All the 
same, human beings are not perfect: We get sick and we wear out over 
time. In the wealthier regions, we spend a great deal of money trying 
to get as close as possible to a 100-year span. Our greatest task is to 
bring a long and healthy life within the reach of as many people as 
possible. New technology is required to hold down the cost of health 
care, to nip outbreaks of disease in the bud, and to ease discomfort in 
our old age. Scientists believe that substantial benefi ts can be gained 
by identifying abnormalities earlier. A cancerous growth measuring 
just a few millimeters is still relatively harmless, and an infection 
caught in its early stages won’t leave any scars. Although techniques 
for accurately diagnosing incipient abnormalities can often be very 
expensive, prompt diagnosis generally means that treatment will be 
easier, cheaper, and more likely to succeed. Thus, we can end up saving 
money despite the need for expensive equipment.

To adequately fi ght the outbreak of diseases in the future, our 
technology must be able to respond more rapidly. This could pose a 
particular challenge because there is also a trend at present toward 
superspecialization, which is fragmenting medical knowledge and 
slowing down responses. Take the science of ophthalmology in which 
the various specializations focus on extremely specifi c parts of the 
eye. This is fi ne once a precise diagnosis has been made, but it could 
be a signifi cant problem if the patient consults the wrong doctor at 
the outset.

4.0

THE NURSERY OF LIFE
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The way we currently approach diagnosis needs to change.  A patient 
presenting today with an ailment that can’t be readily identifi ed will 
be referred to a specialist and will have to make a series of appoint-
ments for all kinds of blood tests, scans, and other checks. The process 
could be signifi cantly improved and accelerated if these examinations 
were combined. Equipment already exists that can carry out several 
types of scans at the same time, and scientists dream of a universal 
diagnostic device capable of scanning everything in a single pass.

In 20 years, that dream will gradually move toward reality. This 
will also blur the distinction between diagnosis and therapy, because 
future scanning equipment will also be able to start treatment 
immediately. Work is going on in laboratories to develop smart pills, 
powders, and drinks containing agents that will independently seek 
out diseased parts of the body to neutralize malfunctioning cells, 
using the energy supplied by the scanning devices. Scanning and 
therapeutic devices will thus be integrated. Waiting times will be 
reduced because patients will be treated immediately after diagnosis 
(chapter 4.1).

To treat ailments more effectively, we also need a much clearer 
understanding of what really makes us ill. That ultimately comes down 
to a deeper insight into microbiology—the chemistry and physics of 
our bodies. Any malfunction in our body’s system confronts us with 
a complex mass of different processes that we are only now beginning 
to understand. The challenge this poses is another complex problem. 
Practical solutions will take the very best of our knowledge in fi elds 
like electronics, mechanical engineering, telecommunications, and 
control systems, as well as the medical sciences (chapter 4.2).

Infectious diseases are one of the major health concerns of the 
twenty-fi rst century. Even if the pandemic of 2008 was less devastat-
ing than feared, a new infl uenza pandemic could be both imminent 
and catastrophic. Any such pandemic could kill hundreds of millions 
of people, lead to a partial die-off of the global population. Man-
aging it would be diffi cult because supplies of antiviral agents are 
limited and expensive. People who live in countries without vaccine 
 companies—more than 85 percent of humankind—will have little 
prospect of immunization. New approaches are therefore needed to 
confront an imminent pandemic (chapter 4.3).

There’s more to health care, however, than simply detecting and 
dealing with abnormalities and suspect places in the body. The key 
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attitude we need to pursue in the future is probably a thorough 
knowledge of how to prevent problems in the fi rst place. It’s also a 
question of keeping active and able to fend for ourselves. Elderly peo-
ple in particular can benefi t from equipment that helps them remain 
independent longer. Technology can do much to make old age more 
pleasurable. We might not live any longer, but we can at least make 
the fi nal stages of life more comfortable (chapter 4.4).

There are many things we do not yet understand. Our bodies—
and nature as a whole—still hold many secrets. Nature was coming 
up with smart solutions a billion years before humanity made its 
appearance, and there’s much we can learn from it. Evolution has 
optimized our ability to ensure the future of our species. It pays to 
imitate the natural world and, where appropriate, to improve on its 
processes.



4.1

THE TRANSPARENT BODY

The “easy” diseases have pretty much been beaten in the Western 
world, leaving doctors to contend with the more complex illnesses 
that stealthily overrun the body. Two-thirds of the deaths in the 
United States are now attributable to cancer or coronary disease.1 By 
the time these conditions manifest themselves, it’s often too late to 
intervene.

Treatment is only likely to succeed if early signs of cancerous 
growth or clogging arteries can be detected. A tumor measuring a few 
millimeters across is plainly less threatening than one the size of a 
tennis ball, not least because there is less risk of metastasis at an early 
stage. The focus is therefore on enhancing rapid diagnosis, which in 
turn means improving medical imaging.

Eighty percent of all diagnoses are based on images. Yet many 
small but life-threatening physical processes are still missed by the 
scanners, echographs, and other devices that peer inside our bodies. 
Growths measuring less than a centimeter tend to be overlooked, so 
scientists are constantly working on techniques capable of offering a 
more detailed internal picture. Breakthroughs in imaging technology 
can mean the difference between life and death. They’ll enable us to 
intervene sooner, boosting the patient’s survival chances.

Little more than a generation ago, X-rays were the only means we 
had of looking inside the human body. The images they produce are 
fl at, however, and lacking in depth information, which can make them 
hard to interpret. An ingenious technique was therefore devised in 
the 1970s that allowed a single three-dimensional image to be created 
by combining a series of X-ray photographs. The CT (computerized 
tomography) scan was the fi rst technique to produce a genuine three-
dimensional image of our insides. Doctors could now tell, for instance, 
whether an abnormality was located on top of a bone or beneath it. 
Several other techniques for producing three-dimensional images of 
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the body have since become available, some of which require patients 
to be injected with a contrast agent to highlight specifi c parts of the 
body.

In the case of a PET (positron-emission tomography) scan, the 
patient is injected with a substance that closely resembles natural 
sugars, with the difference that the sugar molecules have been ren-
dered slightly radioactive so that they can be detected externally. The 
imaging scanner, acting like a camera, can then track precisely where 
the sugars go—namely, to tissues that require a considerable amount 
of energy. Hence, PET does not generate images of our anatomy as 
such but of energy consumption at different locations within the 
body. That makes them especially useful for detecting metastases, 
which consume much more energy than other tissues.

The quest is on to fi nd new contrast agents capable of revealing 
more processes and fi ner details of the human body. This has led to the 
development of a separate branch of science called molecular imag-
ing, which focuses on new agents that resemble physiologically active 
molecules and attach themselves to abnormalities and “active” loca-
tions in the body. Agents are being researched, for instance, that latch 
onto moribund cells, providing clues as to whether a cardiac muscle is 
close to giving out. Mapping these molecules should make it possible 
to detect heart attacks early enough to save the failing muscle. Scien-
tists are also working on a new generation of binder molecules that 
will bring early detection of individual cancer cells within reach. This 
will in turn allow intervention before irreparable damage occurs. The 
new contrast agents aren’t necessarily radioactive; the more sophis-
ticated substances can be observed from outside the body thanks to 
their magnetic or optical properties. There are agents, for example, 
that emit light when you shine a laser on them.2

FEWER SCANNERS, MORE DATA

Molecular biochemistry is continuously refi ning the available scan-
ning technology, although it will take time for these advances to fi nd 
their way into standard hospital equipment. We can look forward 
to a steady fl ow of new examination techniques, each of which will 
deliver images of a different aspect of the body. This doesn’t necessar-
ily mean that the number of scanning devices will also increase; in a 
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parallel trend, these individual techniques are being combined in the 
same device. We already have scanners, for example, that can perform 
simultaneous CT and PET scans. The PET image provides functional 
information about locations in the body that are consuming a lot of 
energy, while the CT scan offers a high level of structural detail.3

The ideal scanner would display everything down to the last cubic 
millimeter, detecting insidious conditions like cancer as soon as they 
begin to develop. New scanner technology like this would mean a 
huge step forward in combating two-thirds of the Western world’s 
fatal diseases, at least in theory. All those images would still need to 
be analyzed, and that’s a growing problem. The average institution 
already generates thousands of gigabytes of images a year, and smart 
scanning techniques will only multiply the amount of data. Combin-
ing different scanning techniques will generate a fl ood of additional 
information about the body.

We discussed these challenges with Jacques Souquet, an expert 
in medical imaging who spent many years at Philips Medical Sys-
tems and who has several ultrasound patents to his name. Having 
returned to his native France, Souquet set up the medical equipment 
fi rm SuperSonic and now also heads SonoSite. Both companies con-
tinue to develop more advanced forms of imaging and therapeutic 
devices. “Medical imaging specialists nowadays have to view over 
10,000 images a day in order to do their job properly. We’re reaching 
the point where it will simply become too much,” he warns. It’s time-
consuming and expensive to study all this material in detail, and the 
limits of doing this work manually—or rather, visually—are rapidly 
being reached. There’s no point in improving scanning techniques, 
Souquet believes, if the result is to put physicians under even greater 
pressure. “We’ve already exceeded our human capacity to evaluate 
this material.”

It isn’t only new scanning techniques that are adding to the stream 
of data. Improvements in existing technologies are doing so as well. 
Each individual scanning device is pouring out ever more data. And 
the number of scanners is steadily increasing as their price and size 
decrease.

Scanners will also be used in new contexts, according to Souquet. 
“We’ve developed an ultrasound imaging unit for the army that can 
be connected to a handheld computer. It’s so small you can use it in 
a whole new way. The device resembles a stethoscope but produces 
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a visual representation of what’s going on inside the body. Small, 
 easy-to-use, and fast imaging equipment will start to appear in hospi-
tals, too. Expect an increasing number of scanners in consulting rooms, 
hospital wards, and operating theaters. Specialists will soon be able to 
carry diagnostic equipment around in their pockets, just as they’ve 
always done with the conventional stethoscope.” The same technology 
will increasingly fi nd its way into our homes, too. Electronic systems 
that detect heart failures are already available, and portable medi-
cal diagnostic systems for measuring blood glucose levels or oxygen 
content are also common. A wide range of other measurements will 
soon be added. The equipment is becoming smaller, easier to use, and 
more sensitive. It won’t be long before we’ll be able to detect cardiac 
arrhythmia at home as well or heart attacks, for that matter.

That’s the future according to Souquet: “People are already hav-
ing their heart function monitored remotely, and miniaturization 
will make that a lot easier. You’ll be able to carry an electrode around 
in your wallet or mobile phone that will pick up and transmit your 
heart rate. Services like this were created for people with a heart 
condition. But the biggest users are perfectly healthy baby boomers 
who are scared of getting ill.” Souquet is concerned about the impli-
cations of this development, which means medical data from healthy 
people will also start to fl ood into hospitals. “Doctors often have a 
suspicion that something’s not quite right. Then what? Not every 
condition is as clear-cut as a heart attack. How are you supposed 
to react to a heart murmur, a variation in lung capacity, or slightly 
increased cholesterol in your blood? Is it a sign that something seri-
ous is about to happen? Doctors are going to be confronted with lots 
of worried patients with whom there’s virtually nothing wrong. But 
to be on the safe side, extra examinations will be necessary. That not 
only increases the cost of health care, but it will also generate yet 
another wave of imaging data.”

THE COMPUTER TAKES OVER

One way of coping with the fl ood of images would be to improve 
visualization. All the big suppliers of medical imaging equipment are 
doing serious work in this fi eld. The trick is to combine data from dif-
ferent sources into a single, easy-to-navigate rendition. This prompts 
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producers of medical software to look to the games industry to learn 
how to navigate through images of the body using a mouse or joy-
stick, like gamers exploring a fantasy landscape. Each organ is colored 
differently and appears to fl oat in space. The computer hides irrel-
evant areas and adds detail whenever required. It is now possible to 
take a virtual tour of the body. We can travel down the windpipe, for 
example, and into the lungs, zooming in on a diseased pulmonary 
lobe to identify the seat of an infection. Doctors will be able to explore 
blood vessels, urinary passages, and the digestive system in a similar 
way. Intensive work is also going on to bring advanced visualization 
into the operating theater, where it will combine with the latest scan-
ning techniques to enable surgeons to see right through the patient’s 
body. They will be able to monitor with great precision, for instance, 
as a needle is inserted through the spine and into the spinal fl uid. The 
patient will be rendered literally transparent.

Improved visualization will make it easier to navigate through the 
body. It won’t be enough, however, to detect the beginnings of every 
possible illness, Jacques Souquet warns. “As the resolution of imag-
ing techniques rises, the complexity of the images themselves will 
increase enormously, and the number of relevant details will explode. 
We’re going to have to build more intelligence into the software so 
that it can interpret what it sees. The computer has to help diagnose 
by, say, drawing a red circle around any abnormalities.” To achieve
this, knowledge that currently resides in doctors’ heads will have to be 
captured in the computer. The software must learn the many differ-
ent factors a radiologist evaluates when examining an image—darker 
patches in the gut, hardening in the kidneys, or the dimensions of the 
heart, for instance. The computer must learn how to select the right 
details from this immense body of information.

One way of doing this is to use the large image archives that 
have already been built up at hospitals. The computer can be fed old 
patient data and trained to recognize the characteristics of different 
conditions. This results in complex statistics, as certain symptoms 
occur with several diseases, and some conditions can be accompanied 
by a wide range of different symptoms. Armed with these statis-
tics, the computer program can then analyze the symptoms of new 
patients and suggest possible diagnoses. The more data that are avail-
able about the patient—from blood tests or ECGs, for example—the 
more the computer will be able to eliminate particular possibilities. 
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The software could also suggest which tests would provide greater 
certainty.

Analysis of this kind will become easier as we are scanned more 
 frequently. The computer will then identify anything new that appears 
in the images, allowing the experts to focus on that particular loca-
tion. Similar techniques are already well established in astronomy, 
which has long been confronted with challenges like this, prompt-
ing astronomers to develop refi ned analysis techniques that highlight 
changes in successive images. These can also be applied to the human 
body. Computers may already interpret mammograms more effec-
tively than doctors can. Indications are that a computer outperforms 
the human professionals in the diagnosis of breast cancer.4

But that’s just the beginning. Computer assistance will 
become increasingly important as medical knowledge contin-
ues to compartmentalize. Heightened specialization—and even 
 superspecialization—might be necessary as our knowledge of diseases 
deepens. Yet specialization is also increasingly problematic because 
patients risk being referred to the wrong specialist at the beginning 
of the diagnostic process. Computers have the potential to provide 
medical professionals with knowledge that would normally lie out-
side their specialist area.

The role of the doctor is bound to change as computerization 
continues. We should expect computers to start producing better 
diagnoses than doctors for more and more conditions. And possibly, 
machine diagnosis will eventually be preferable in the case of cer-
tain diseases. Will we still need a human being to tell us that we are 
sick? Jacques Souquet stresses that it is the doctor’s job to diagnose, 
not the machine’s. “But software will increasingly draw the physi-
cian’s attention to possible abnormalities so that the doctor can make 
the fi nal judgment. But if the fl ood of data generated by ever more 
detailed and varied medical images is to be managed, it is surely 
inevitable that the next step will be for computers to take over actual 
diagnosis, too.”

FROM SCANNER TO THERAPY

The degree of computerization is bound to become even greater as 
treatment techniques are incorporated directly into the diagnostic 
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process. As a developer of diagnostic equipment, Jacques Souquet 
fi nds himself focusing more and more on therapeutics as diagnosis 
and treatment increasingly overlap. He dreams of equipment capable 
of doing both: internally scanning the patient and then commencing 
treatment immediately. The key is to use scanners in combination 
with contrast agents, which can attach themselves to sites of disease 
with growing precision. The next step is obvious, Souquet says: “If 
contrast agents are going to zero in on the affected area, they can 
also initiate treatment as soon as they get there. Chemists and biolo-
gists are working on techniques to add medicines to them, using par-
ticles that will act as a kind of nanoscale capsule. The patient will 
be injected with a solution containing these particles before getting 
into the scanner. The combination of contrast agent and medicine will 
travel through the body and attach itself to affected areas like a tumor 
or diseased cardiac muscle. The nanocapsule will then open, releasing 
the medicine.”

It will be possible to activate the payload externally. “We’re work-
ing on techniques using ultrasound to vibrate particles that have 
latched onto a tumor,” Souquet confi rms. The vibrations cause them 
to break apart and release the medication. Any other approach in 
which energy is administered from outside could work, too. Precise 
treatment of this kind will open up new ways to combat diseases like 
cancer. At the end of the day, using selective agents is a great deal 
more effi cient than the chemotherapy we have now. The medication 
currently administered passes throughout the whole body—hence, 
the widespread side effects. It would be a huge advance if the drugs 
were only released at the necessary location.”

The new approach will combine diagnosis and therapy in a single 
device, with major benefi ts in that you will no longer have to wait 
for treatment once your condition has been diagnosed. Healing can 
begin during scanning itself. “That will steadily narrow the bound-
ary between diagnosis and therapy,” Souquet maintains. It will also 
increase complexity as elements of the medical process that were 
hitherto loosely coupled become strongly intertwined. All relevant 
data will have to be processed and analyzed in near real time. The 
steady automation this will require will increasingly take not only 
diagnosis but also therapy out of the hands of physicians.
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PERSONAL MEDICINE

No two individuals are alike. Some people are genetically predisposed 
to develop asthma, whereas others can cheerfully live a hundred 
meters from a major highway with no adverse effects. Genetic pre-
disposition also plays an important part in the effi cacy of drugs and in 
the progress of diseases like cancer, heart failure, and diabetes.

Individual differences make doctors’ work more diffi cult. They can 
never be sure precisely how susceptible a person is to a specifi c dis-
ease or how effective a particular medicine will be. We can measure 
all sorts of things, but what do we have to know before we can accu-
rately predict whether a given person will fall ill? Part of the answer 
is hidden in our genome: Inherited defects and sensitivity to medica-
tion show up in our DNA.

The map of the human genome was colored in at record speed at the 
beginning of this century by two rival research teams, which ended up 
publishing their results simultaneously in 2001.1 Their achievement 
was compared with the fi rst moon landing and the invention of the 
wheel. One of the competing groups was headed by American Craig 
Venter, who continues to spread the DNA gospel enthusiastically. 
Initially, Venter was part of the U.S. government–sponsored Human 
Genome Project, but he left the group. He founded a private company 
to create a database of genomic data. Venter characteristically mapped 
his own DNA, revealing that he bears a heightened risk of alcoholism, 
coronary artery disease, obesity, Alzheimer’s disease, antisocial behav-
ior, and conduct disorder. Unfazed, he enthusiastically published his 
complete genome on the Internet. “A lot of people are scared to have 
their DNA examined,” he says. “They think all their inner secrets 
will be revealed. Even medical students are wary about supplying 
their DNA. But the course of our lives isn’t genetically determined, 
apart from exceptional cases where life expectancy is reduced by a 
serious hereditary condition.” Most people aren’t aware of the subtle 
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mechanisms of genetics, he adds. “People think like 1980s scientists. 
Possibilities for analyzing DNA were limited back then. All you could 
do was link certain diseases to defective genes—Huntington’s disease 
and cystic fi brosis, for instance. Most people still have that picture. 
They think that every human characteristic is determined by a single 
gene.” Hence, there’s a great deal of talk about gene passports map-
ping all an individual’s genes and revealing his or her destiny. “But 
it’s not that deterministic,” Venter stresses. “It turned out later that 
it’s only in rare cases that a change in a single gene causes a disease. 
It’s usually much more complex than that. Hereditary predisposition 
for cancer is more often caused by a complex interplay between many 
different genes. It’s sheer chance that determines whether or not you 
develop cancer. A defect in one gene merely increases that possibility. 
But that notion didn’t reach the public.”

Venter gives the example of colon cancer, the development and 
suppression of which involve at least thirty-four different genes.2

“We happen to know of one gene that suppresses cancer of the colon: 
It triggers the creation of enzymes that eliminate the cancerous cells. 
If you have a defect in that gene, you have an increased probability of 
developing colon tumors by midlife.3 But that gene is only one link 
in a chain. So if you do turn out to be predisposed to cancer, it doesn’t 
mean you’re predestined for it. The opposite is equally unclear: If the 
gene is good, that still doesn’t mean you’re totally risk-free. Measur-
ing the gene merely tells you something about probability; it’s pure 
statistics. That’s how we’ll use genetic medicine. If you know you 
have a heightened risk of developing colon cancer, you won’t wait 
until you’re 50 to have your fi rst intestinal examination. It’s much 
more cost effective to carry out a colonoscopy at an earlier age; if you 
fi nd anything, you can start treatment immediately. An operation 
performed in the early stages of colon cancer is much less expensive, 
less invasive, and more likely to succeed.”

Genetic patterns can also be useful in fi ne-tuning treatment. 
When the fi rst symptoms manifest themselves, genetic information 
can help identify the best type of medication, the most effective dose, 
and even the likelihood of survival. For example, new patients with 
breast cancer can be given an individual prognosis of how successful 
their treatment is likely to be based on anomalies in the BRCA2 gene. 
If you could draw on genetic information, you’d be able to calculate 
someone’s personal medication and dose. For many diseases, this still 
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remains a dream. Yet a deeper understanding of the complex inter-
play of genes and proteins in our bodies should allow more personal-
ized diagnosis and treatment.

UNRAVELING CONTROL MECHANISMS

The race to map the human genome was followed by the emergence 
of a new generation of geneticists seeking to unravel the mechanisms 
by which DNA regulates cellular processes. The primary focus today 

Medical specialists will soon be able to sequence patients’ genomes as a mat-
ter of routine. This will open up new possibilities for personalized treatment 
that takes into account the individual’s specifi c inherited characteristics. 
Using that information effi ciently is a challenge that will require progress 
in computational science. Source: Drmanac, R., Sparks, A. B., Callow, M. J., 
Halpern, A. L., Burns, N. L., et al. (2010) Human genome sequencing using 
unchained base reads on self-assembling DNA nanoarrays. Science, 327 (5961), 
pp. 78–81.
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is no longer on the “geometry” but on the way these processes func-
tion and malfunction. DNA can’t be understood without understand-
ing the thousands of different proteins it creates, each of which has its 
own task to perform in the cell.

Regulation of the complex network of interacting proteins is infl u-
enced not only by the structure of the DNA but also by its relative 
accessibility. DNA is folded, and as a result, not all of the genetic code 
is active in the body. So the way it’s folded is relevant. And there are 
many other factors that determine how the genetic information in 
the DNA is used. There are switches that turn functions on or off. 
There are triggers from outside that provoke a reaction. And above 
all, there are intricate combinations of all these factors that orches-
trate the actions of proteins.

The cell’s control network reveals fresh levels of complexity with 
each new discovery, further complicating the web of interactions 
between DNA and proteins. Until recently, for instance, an individual 
gene was thought to contain the blueprint for one specifi c protein 
designed to perform one specifi c task within the cell. Recent research 
shows, however, that a single gene may assemble a wide variety of 
different proteins, switching its mode of operation in response to 
input from its surroundings. That means the same gene can regulate 
different cellular functions by expressing different proteins. More 
than 70 percent of the genes making up human DNA display this 
versatility, with some even capable of producing thousands of differ-
ent proteins.4

Despite all this complexity, the DNA protein network turns out to 
be incredibly stable. Many proteins play only a minor role in regulat-
ing the cell. The network would retain its stability even if a few types 
of protein were missing.5 We now know that certain other protein 
types can partially take over the lost functions, enabling the organism 
as a whole to survive.

The stability of cellular regulation is also apparent in the natural 
variations that occur within a species. This was another groundbreak-
ing result obtained by Craig Venter, this time in 2007 when he was the 
fi rst to sequence both helices of a human DNA strand (once again, his 
own). One helix contains the information inherited from his mother, 
and the other information from his father. Analysis of both parts of 
Venter’s DNA revealed that at least 44 percent of the genes from Ven-
ter’s mother differ from those from his father.  Venter’s team identi-
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fi ed 4.1 million variations among 2.8 billion base pairs—at least fi ve 
times more than previously thought.6 If this is a true refl ection of 
Homo sapiens’ variability, then our cellular regulatory mechanisms 
are astonishingly stable. You’d certainly notice the difference, for 
instance, if you reset 44 percent of the switches in the control room of 
a power plant.

The stability of cellular control comes at a price. Certain proteins 
play a pivotal stabilizing role as they connect many different processes 
and maintain the overall balance. Without them, the cell’s regulatory 
network would be fragmented. This knowledge might be exploited in 
cancer treatments. The customary robustness of the regulatory net-
work makes it hard to kill cancerous cells with drugs that merely dis-
rupt cellular controls. However, a drug that targets this Achilles heel 
of cellular regulation with suffi cient force might be able to do so.

We are only now beginning to understand the stabilizing mech-
anisms at work within cells. If we could discover how the system 
might go awry, triggering cancer or another disease, we would be bet-
ter able to predict a patient’s susceptibility to different illnesses. This 
might also provide clues to new medicines that target the cells’ weak-
nesses. We could learn—by analogy with other nonlinear dynamic 
networks—to slow down deviations before the regulatory network 
becomes unstable.

These insights are the fruits of an immense amount of research by 
many scientists following the initial mapping of the human genome 
by Craig Venter and his rivals. Further progress will depend on the 
skills of the mathematicians who must now work their way through 
gigabytes of genetic data. Some of this comes from medical archives 
that we also encountered in the previous chapter. Genetic material 
from cancer patients has been stored systematically and on a large 
scale for decades now together with details of the progress of their ill-
ness and the effi cacy of the treatment. The limiting factor in research 
of this kind is the enormous processing power needed to combine all 
the historical information with the relevant molecular data. Achiev-
ing that processing power will be a major technical challenge but one 
that could provide the breakthrough in integrating this huge body of 
genetic information and case histories.

Another limiting factor at this point is that a great deal of research 
relies on DNA sequencing, which remains a costly procedure. A lot 
more DNA data will be needed before we can unravel the  regulatory 
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system of a cell. Venter predicts that the cost of DNA analysis will fall 
quickly and that DNA sequencing will become increasingly straight-
forward. “It took me 9 months to map my own genome. If we really 
want to make medical use of genetic data, we’re going to have to be 
able to sequence a human genome in a matter of hours or even min-
utes and for less than $1 thousand a time. At that kind of price, we’ll 
be able to examine lots of patients and then build databases of medical 
information. That will generate a mass of signifi cant data for scien-
tifi c research, which will further accelerate progress.”

RE-CREATING LIFE

Meanwhile, Craig Venter has embarked on a new project. He wants to 
create new DNA with a view to reprogramming life. “In every glass 
of seawater or liter of air that we study, we fi nd new bacteria and 
viruses with new properties. We can apply that knowledge to make 
new forms of life. In the same way that you can use transistors, resis-
tors, and condensers to make every conceivable type of electronic cir-
cuit, with the right combination of bacterial properties, you’ll be able 
to carry out any chemical process. How fantastic would it be if you 
had an organism that could extract CO2

 from the atmosphere and 
convert it into polymers? Or a bacterium that uses sunlight to extract 
hydrogen from water? The genetic world offers millions of building 
blocks you can use to construct properties like that.”

In 2008, Venter achieved a new milestone in the race to uncover 
the secrets of life when he synthesized a complete genome from 
scratch for the fi rst time. He strung molecules together to produce 
an exact copy of the DNA of a bacterium called Mycoplasma geni-
talium, which causes gonorrhea-like symptoms in human beings. 
At that time, it was the species with the smallest number of genes 
then known to sustain life. That meant Venter had to connect “only” 
582,970 base pairs to copy its 521 genes. As a precautionary measure, 
he omitted the bacterium’s pathogenic gene.

“The next step was to build DNA into a cell,” Venter says. “It is a 
little like changing a computer’s operating system—replacing Win-
dows with Mac software. In that way, we’ll gradually move from 
reading genetic information to being able to write and implement 
it.” This success in May 2010 was hailed as the fi rst artifi cial life, but 
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Venter stresses that this wouldn’t amount to creating life out of noth-
ing. “I only replicate gene patterns that we know; I don’t create novel 
genes. But we’ll ultimately be able to reproduce life itself. Reproduc-
tion is an essential feature in any defi nition of life, and molecules that 
can replicate themselves are one step further along the way toward 
emulating life.”

Craig Venter now plans to take existing genetic information and 
use it in new combinations. He doesn’t hold back when describing his 
vision of where he expects this to lead: “It’s going to totally transform 
the industry in the next 10 or 15 years. You’ll be able to sit at your 
computer and decide what chemical reactions you want. The com-
puter will then search for the right combination of genetic properties 
and write the chromosome you need. You’ll insert it into a cell and off 
it goes. You’ll be able to use bacteria for any purpose you can think of. 
It’s going to totally alter what we do on this planet.”

Venter’s vision may come true one day, but creating genuinely 
new forms of life will take more than simply combining standard 
building blocks. Once the race to produce the fi rst artifi cial living cell 
has been won, a great deal of research will be needed to discover how 
to create hitherto unknown forms of life. We will need to learn how 
the properties of living organisms arise from the complex interplay 
of regulatory mechanisms. We will only be able to create useful and 
viable life when we understand exactly how it works. Such knowl-
edge would certainly deepen our insight in existing forms of diagno-
sis and therapy.

The disentanglement of DNA and the cellular control mechanisms 
has already deeply infl uenced medical therapy. Predictive genetic tests 
are now available for many conditions. For some of them, effective 
interventions are available to reduce the risk. This makes it possible to 
adjust medical therapy to personal characteristics of the patient. This 
is only the beginning, as prices for DNA sequencing are still drop-
ping rapidly. Perhaps one day our understanding will be so complete 
that we can not only heal ailments, but also effectively re-create life. 
Craig Venter is likely to have retired by then, although you wouldn’t 
bet against fi nding him out there on his yacht, Sorcerer II, for a good 
few years after that.



The fi rst draft of this chapter was written before the pandemic alert 
for the 2009 fl u was launched. Since then, terms such as swine fl u, 
Mexican fl u, or H1N1 were constantly in the headlines. We witnessed 
the fi rst really worldwide outbreak of a new infl uenza strain. Events 
went faster than we foresaw in our original text. We had started the 
chapter with an imaginary scenario of an outbreak in 2013 not in 
Mexico but in the East Java, Indonesia, city of Malang. It was not 
really meant as a prediction but merely a little story to show the 
consequences of an outbreak. We wanted to show how disruptive the 
outbreak of a new disease might be. We described all the things that 
we are now familiar with: doctors who aren’t particularly worried 
in the beginning; people that live close to their animals and pick up 
viruses; patients in hospitals with high fever and severe cough; phar-
maceutical companies anxious to peddle expensive vaccines.

Then we invented some struggle between the Indonesian authori-
ties and the World Health Organization (WHO) about blood samples. 
That refl ects the reluctance of developing nations to cooperate in the 
production of vaccines they can never afford.1 In our story, the rest 
of the world ignored this imaginary outbreak and was oblivious to 
the rising death toll and the diplomatic wrangling. That’s just like 
the start of the 2009 fl u that probably haunted Mexican villages for 
many weeks unreported. In our story, the silence was broken when 
two nurses died in Perth, Australia. The media seized on the story 
immediately with yelling headlines. In the week that followed, doz-
ens of new cases were reported in Indonesia, Australia, and Singa-
pore, together with the fi rst suspected case in New York.

Then there follows all the health humdrum that we are now so 
familiar with. The WHO has got hold of the fl u virus and is preparing 
to produce a new vaccine. However, the epidemic spreads like an oil 
slick with the virus striking one major city after another. Antivirals 
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change hands over the Internet for huge sums despite doctors’ warn-
ings that the drugs only work if administered within a few hours of 
infection. The WHO warned that it would take more than half a year 
to produce a vaccine that would halt the spread of the epidemic.

There was, however, one important difference between our story 
and the 2009 pandemic. Our virus was more deadly. We had a deadly 
strain of the H5N1 avian fl u virus in mind—one that had became 
contagious in the human population. The invented patients in the 
Malang hospital all rapidly died of their fever and cough. The Mexi-
can swine virus was relatively harmless. Previous outbreaks were far 
more deadly. A global outbreak of Spanish fl u in 1918 cost between 
50 and 100 million lives2—far outnumbering the 15 million who 
perished in World War I. The 1830 fl u pandemic was no less lethal. 
Events in 2009 would have unfolded in quite a different way if the 
virus had been as deadly as the 1918 strain.

Our global infrastructure would have been disrupted. Imagine, for 
example, what truck drivers would do after a colleague died. Most 
would opt to stay home. As a result, the hospitals can no longer count 
on daily supplies of oxygen or medicines. Highly effi cient, just-in-
time logistics has led in recent years to very low stockpiles, leaving 
hospitals extremely vulnerable. The electricity supply would also 
begin to waver; power-plant managers desperately encourage tech-
nicians to turn up to work, but many of them will be too afraid to 
leave home. Meanwhile, some countries would seal their borders. 
That’s an understandable reaction, but it leads to further disruptions. 
For example, 85 percent of U.S. pharmaceuticals are manufactured 
abroad.3 There is enough oil to last for just 6 weeks.4 The days are 
gone when a society could cut itself off from the outside world.

The breakdown of logistic systems would also affect the production 
of vaccines. The facilities are the same ones that produce the “nor-
mal” fl u vaccine administered—mostly in the autumn—to some 350 
million people worldwide every year.5 The vaccine virus is cultivated 
in embryonated eggs, requiring some 350 million fertilized eggs.6

Worldwide, around 6 billion eggs are produced annually, so there is 
a lot of raw material for vaccine production.7 Data that were released 
a few months before the 2009 outbreak show that production can be 
stretched to 2.5 billion doses a year; thus, it would take 4 years to 
satisfy global demand of two doses a person. This capacity is expected 
to increase with a factor two to six until 2015, but even then, it would 
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take 1 or 2 years to produce all the vaccines.8 Ideally, that is. When 
the transport system is overstretched, we will need more time. And 
chickens may be susceptible to the same fl u virus so that reliable sup-
plies of eggs may be unavailable.

NOVEL VACCINES

The fl u virus evolves rapidly, which is why it is able to strike again 
every winter. For the most part, the results are not unduly dramatic. 
Most people have antibodies left over from previous fl u seasons which 
continue to offer some protection against the latest mutations of sea-
sonal fl u viruses. In 2009, however, an entirely new strain emerged as 

We don’t know when we’ll be on the receiving end of a pandemic comparable 
to the Spanish fl u. What we can say, however, is that the resultant disruption 
will be greater than it was in 1918 because of the far-reaching globalization of 
human society that has occurred since then. To prepare effectively for a real 
pandemic, we need to adopt a global approach and produce vaccines more 
effi ciently. Source: Potter, C. W. (2001). A history of infl uenza. Journal of Applied 
Microbiology, 91, 572–579.
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a virus made the leap from animals to humans. We have absolutely 
no resistance to a new strain like this, and the result is a pandemic. 
We can’t say how likely any such event is to occur. All we know is 
that there were seven major fl u epidemics in the past two centuries. 
Perhaps the next pandemic will strike next year or later. And maybe 
it won’t start in Mexico but in China or Vietnam. There are many 
places in Asia where people and animals live in close proximity.

The frightening thing is that in conditions such as these, new 
fl u viruses emerge. There is no way to infl uence the natural reser-
voirs where the viruses reproduce and mutate. Any new infl uenza 
pandemic could kill hundreds of millions of people, overturn global 
infrastructures, and bring the global economy to a standstill. It might 
conceivably put an end to modern civilization.

David Fedson is one of the people warning against a global infl u-
enza catastrophe. A former professor of medicine at the University 
of Virginia and retired medical director of Aventis Pasteur MSD 
in France, Fedson has dedicated his professional life to researching 
infl uenza vaccination. He now lives in a 350-year-old house in Sergy-
Haut, a small French village near Geneva, Switzerland. His compact, 
friendly appearance belies his sobering message that a catastrophic 
fl u pandemic might strike any moment. What preparations has he 
made in his mountain village to protect his family against any such 
pandemic? “I haven’t,” he admits. “If I had any antiviral medicine, 
it couldn’t possibly be enough to distribute among all the people in 
the village. What would I do if my neighbour’s child were dying? 
I couldn’t live with the idea of keeping it all for myself.”

Not all of his colleagues did the same. In a sample of fl u experts 
during the 2009 epidemic, half of them admitted that they had taken 
precautions such as acquiring a supply of Tamifl u for their families. 
They said they worried that local hospitals could not cope in the case 
a nastier strain would emerge.9

“This isn’t something you can prepare for on a personal level,” David 
Fedson reacts. “It’s our governments that ought to be prepared. But 
they aren’t. In a severe pandemic, we would need billions of doses of 
vaccine, and we’d need to produce them quickly. But if a new pandemic 
were to break out tomorrow, we would probably be helpless.” The 2009 
swine fl u pandemic shows this clearly, Fedson continues. “It has not 
been catastrophically severe, which is good. But the events show the 
inability of the international community to work together in the face of 
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a common health threat. All the confi dent statements of health offi cials 
that we could respond effectively have not been borne out. Our ability 
to quickly detect the emergence of a pandemic virus was completely 
sabotaged by its emergence in Mexico. We have a hopelessly ineffective 
system of virus surveillance in pigs despite evidence from virologists 
going back to the late 1990s that a new pandemic virus could emerge in 
pigs. The world’s vaccine companies and regulatory agencies have con-
tinued to use 40-year-old genetic reassortment techniques to make the 
strains for vaccine production. This is far more laborious than the use 
of reverse genetics. We have seen that the process of making vaccines is 
diffi cult to accelerate and scale up. Production takes at least 9 months. 
By the time you’re fi nished, you’d only be able to vaccinate the sur-
vivors. We need a scientifi c breakthrough in order to speed things up. 
If the H1N1 virus would have mutated to become more virulent, we 
would have found ourselves in a terrible predicament.”

“There are several steps we could take to prepare ourselves better. 
The least we should do is to consider strategies for producing more 
doses from smaller amounts of vaccine virus. We could add chemi-
cals called adjuvants that would enhance the response of the vaccine. 
Research has indicated that this could reduce the required amount of 
virus in each dose to just one-tenth of the current amount.” These 
techniques were available during the 2009 outbreak, Fedson remarks, 
but regulatory authorities in vaccine-producing countries didn’t allow 
the use of them. “This refusal limits the numbers of doses that will 
become available, which means that many countries will not be able 
to get their supply of pandemic vaccines. You really have to decrease 
the amount of antigens in a vaccine to the lowest possible dose in 
order to protect as many people as possible.”

There may also be ways of decreasing the dose even further, Fedson 
continues. “The resultant vaccine might be less effective from the point 
of view of the individual, but you’d be able to vaccinate more people, 
which might be able to achieve a higher protection rate for the popula-
tion as a whole. That’s a controversial idea, as it places population protec-
tion above individual health, and it’s never been rigorously tested. But 
we need to consider it and to study it further. It might not give us enough 
doses for entire populations, but it would probably give us enough doses 
to vaccinate workers who are critical to maintaining the social infrastruc-
ture before it grinds to a halt. If they’ve been vaccinated, people can at 
least be confi dent that their societies won’t collapse.”
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Adequate protection of a larger proportion of the population will, 
however, require the development of novel vaccines, Fedson believes. 
“Maybe we can use live attenuated viruses instead of the inactivated 
ones that we now use for fl u vaccines. That’s been shown in the labo-
ratory to offer broad protection for mice and ferrets. The advantage 
is that you would need only one dose per person, it could be admin-
istered via nose drops, and you wouldn’t have to use syringes. You 
could produce several billion doses in a few months in existing facili-
ties for producing inactivated human or animal fl u vaccines.” There
are other new ideas as well. “One possibility is to produce particles 
that resemble an infl uenza virus. Elegant bioengineering technology 
exists to do this, but it needs to be developed further.”

These new approaches would radically disrupt the business of the 
big vaccine companies and their sponsors, Fedson notes. “The technol-
ogy for egg-based production of inactivated fl u vaccines stems from 
the 1950s and hasn’t really changed much since then. Until recently, 
there’s been little reason to do so. It’s been perfectly adequate for 
producing the seasonal fl u vaccines that we get each year. In the past 
decade, vaccine companies have invested billions in expanding vaccine 
production capacity with this classical technology. It will take several 
years to complete the projects that are now under way. Consequently, 
alternative production technologies for new types of vaccines have 
virtually no chance of being adopted, at least not in the near to mid-
term.” These new waves of investments don’t only go into classical 
egg-based plants but also into newer production technologies that 
use cell culture. That makes vaccine production independent from 
eggs, and it is also easier to scale up. But it will not speed up the time 
required for production itself. So it’s not much of an improvement.”

Another factor is the high degree of specialization of the people 
involved in vaccine production. “It’s a small elite group of scientists, 
policy makers, and company executives who are only familiar with 
vaccines and antivirals,” Fedson confi rms. “That makes it diffi cult for 
them to consider alternatives.”

LET THE POOR LIVE

We’re not only failing in terms of vaccine production; a massive pro-
gram also needs to be established to distribute and administer those 
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vaccines to different populations. It would be very diffi cult in devel-
oping nations, Fedson fears, because a mere nine countries produce 
almost all the infl uenza vaccines, and all of them are located in the 
developed world.10 “Nonproducing countries have to import all their 
vaccines. But producing countries will vaccinate their own popula-
tions fi rst. A pandemic vaccine is never going to make it out of the 
country of production. So people who live in countries that don’t have 
their own vaccine manufacturers—and that’s more than 85 percent of 
the world’s population—will have little prospect of being vaccinated. 
Global vaccination requires such a degree of international organiza-
tion that it is not even being considered.” For that matter, it would 
be extremely diffi cult to supply the world with enough syringes to 
deal with pandemic vaccination. We would need billions of syringes. 
For the United States alone, you would need an extra 600 million to 
administer two doses to its 300 million inhabitants, which would take 
2 years to produce.11

“Existing programs for pandemic vaccination and antiviral 
 treatment have nothing to offer people in low- and middle-income 
countries. As a result, the rich will live, the poor will die, and the 
wounds to global society in the pandemic aftermath could fester for 
decades,” Fedson states candidly. The silence in the media during 
the 2009 pandemic illustrates this point, he remarks. “News reports 
have generally paid little attention to countries that got no vaccine. 
They didn’t ask basic questions about this unprivileged part of the 
world. Is this because these countries can’t afford it? Because they 
weren’t quick enough to order so that they are now at the end of the 
queue? Do these countries think the impact of swine fl u will be not 
severe and disruptive? We haven’t heard from these countries, and 
the silence refl ects our overall lack of a detailed global perspective on 
what the disease is doing throughout the world. There may not have 
been millions of victims, but still, the death toll in those countries 
is probably considerably higher than in a normal fl u epidemic. The 
fact that millions more are being infected means that the numbers of 
deaths went probably up. This brings up the question of how this will 
go when there is an outbreak with a really high fatality rate.”

“We don’t have the means to combat a pandemic globally. Com-
monly accepted ideas about how to confront the next pandemic mostly 
rely on existing technologies and centralized vaccine production. Yet 
no centralized complex technology can meet the challenges posed by 
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a pandemic. Our current top-down approach is slow, complex, and 
diffi cult to organize and manage, and that is its fundamental fl aw. It 
refl ects a misunderstanding of what is needed. Instead, we need to 
identify technologies that we can share with developing nations. We 
need a bottom-up approach based on ordinary people and existing 
health-care systems, one that is based on abundant supplies of inex-
pensive generic medications that would be available worldwide on 
day one of a pandemic.”12

Statins, fi brates, and glitazones are good candidates, Fedson 
believes.13 They would work not by countering the virus but by shor-
ing up the host response to the infection. “They’re used preventively 
for patients at risk of heart attacks, congestive heart failure, and strokes 
and for treating patients with diabetes. Infl uenza is associated with 
these events, and clinical and laboratory studies indicate that these 
agents could reduce hospitalizations and mortality during a fl u pan-
demic. Moreover, they are inexpensive and are already being produced 
in developing countries. They might not be the ultimate solution for 
an infl uenza pandemic, but I believe they offer the only possible strat-
egy for limiting the damage on a truly worldwide scale.”

LOOSEN THE NETWORKS

Decentralization is the only realistic response to a global breakdown 
of infrastructure and a surge in nationalistic selfi shness. That’s not 
only true for the production of pharmaceuticals; it’s also key to the 
survival of many other parts of our tightly interwoven international 
networks. Worldwide interconnectedness has increased to the point 
where we are utterly dependent on our infrastructure. Networks are 
so tightly meshed that any disruption rapidly cascades through many 
sectors. Without electricity, no water can be pumped into the cities, 
food can’t be kept or processed, the trains carrying coal can’t run, the 
mines stop operating, refi neries have to shut down, the Internet and 
other communication lines fall silent, and the global fi nancial system 
seizes up. Each of these factors will then affect other sectors in turn. 
No diesel means no farming; no fi nance, no industry; no fl ights, no 
pharmaceuticals.

Reducing global shocks requires us to loosen these networks. It’s 
interesting to see that the Internet is far less susceptible to sudden 
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changes. The network itself is likely to keep functioning if computers 
were to come under attack of computer viruses because its control 
structure is decentralized. A computer pandemic might cause some 
network nodes to fail, but communication would then be automat-
ically rerouted. Only a directed attack on some crucial nodes near 
long-distance connections could cause a digital traffi c jam (see chap-
ter 3.2). The robustness of the IT infrastructure means that new pro-
grams can be distributed quickly to repair the security fl aw. They are 
developed by specialized fi rms that respond immediately and work 
extremely fast to provide a remedy. Companies recovering from the 
infection of their computers can quickly reconnect with the network 
and continue their business.

In preparing for the next fl u pandemic, we should imitate the 
robustness that is a feature of other critical infrastructures. Preparing 
for major shocks means loosening our global networks, and decen-
tralization would make our world more stable. People who use solar 
cells and wood-fi red ovens would be at an advantage if a pandemic 
were to break out because they are only partially dependent on the 
electricity network. Cities with strategic food reserves will be better 
able to survive. Small production units, without global supply chains, 
will be able to continue longer and recover faster.

A certain amount of centralization will remain necessary, David 
Fedson thinks. “Production and distribution of generic agents like 
statins will be needed. Even though they are produced in countries 
like India, you will still need to distribute them throughout the coun-
try and to other countries nearby. But in many regions, there will 
already be an abundant supply on day one of a pandemic. After all, 
these agents are commonly used to treat ongoing conditions on a daily 
basis. These amounts are probably enough to treat 2 or 10 percent of 
the population—those who are critically ill.”



4.4

QUALITY OF LIFE

How old will our children live to be? 120? 150? The average human 
life span continues to lengthen, and more and more of us will enjoy a 
long life. A substantial proportion of today’s children will one day cel-
ebrate their 100th birthday, whereas back in 1900, half of all human 
beings were dead by the age of 37. Life expectancy in the Western 
world has advanced with remarkable speed, which means the number 
of old people is also increasing rapidly. A century ago, a mere 1 percent 
of the world’s population was aged older than 65. By 2050, that fi gure 
will be about 20 percent. Babies born in 2010 will live an average of 
20 years longer than those born in 1950.1 Life expectancy increases 
3 years for each decade that passes, refl ecting ongoing progress in 
technology. The necessities of life are provided more effi ciently than 
they were a century ago, certainly in the West. There is enough to 
eat, and we are well clothed and sheltered. Advances in medical sci-
ence mean we can live longer without falling victim to disease. And 
if we do get sick, we can survive longer. Chronic illness, heart condi-
tions, and cancer are no longer necessarily a death sentence.

People in the developed world now live so long that the main causes 
of death for those under 50—violence and suicide—lie beyond the 
reach of medical technology. We only become dependent on medical 
intervention later in our lives, as the age at which we begin to “break 
down” has risen progressively over the past century. Today’s old peo-
ple are much sprightlier than their counterparts in the past. A person 
now aged 75 frequently has a similar level of health, vitality, and joie
de vivre as a 65-year-old two generations ago. We wear out less, our 
living conditions are better, and prompt action is taken if something 
goes wrong. Most important, many people believe it is worthwhile 
to live longer as we can enjoy the extra years in good health and 
pleasant circumstances. As we discuss in this chapter,  however, we 
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face the possibility that staying alive longer could also entail a set of 
completely new problems.

How long can our life span be extended? For the vast majority of 
the period in which Homo sapiens has existed, humans have barely 
survived past the age of 40. Throughout the last century, however, 
life expectancy was steadily raised, and there is no sign yet of a pos-
sible upper limit. Human beings are tougher than we thought; our 
bodies don’t appear to have a built-in sell-by date, whatever scientists 
may have long suspected. We’re not fi tted with some kind of time 
bomb primed to go off when we hit the age of 80, 100, or 150. Self-
destruction at an advanced age would not serve any obvious purpose 
in terms of the survival of our species.2

There is a fi xed relationship between body size and life span. Ele-
phants live for 70 years, cows for 30, and mice for just 2 years. Large 

The proportion of elderly people is increasing everywhere and not only in the 
most developed regions. There’s nothing to suggest that future generations 
won’t enjoy an ever-lengthening life span. This is fi rst and foremost a triumph 
of medical technology. Yet it also has immense social implications because the 
resources simply aren’t there to provide every old person with adequate care. 
Technology may provide an important part of the solution.
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animals also have slower metabolisms than small ones, as we will also 
note in chapter 5.4. Because everything operates more slowly in larger 
animals, they wear out less rapidly, too. Differences in the immune 
system are another factor. DNA defects are repaired more effectively 
in elephants than they are in mice. Larger animals have more com-
plex immune systems. Their bodies have the necessary room to store 
millions of different defensive cells in their blood. Smaller animals 
don’t have that luxury and so have to combat diseases in a less refi ned 
way, which reduces their likelihood of survival.3

No matter how refi ned the immune system, however, a certain 
amount of damage will always go unchecked, and this accumulates 
in the course of our lives. No single instance is critical in itself, but in 
combination, it can lead to the steady degradation and disruption of 
the organism. Damaged elements interact and stresses increase, even-
tually leading to an overall breakdown. Our bodies ultimately fail 
as complex systems. In the course of our history, we have managed 
to postpone this breakdown for longer and longer. In that respect, 
human beings are a striking exception to the rest of the animal king-
dom. Based on our body weight alone, our species should have a life 
expectancy of about 15 years—roughly the same as a pig or sheep 
of the same size. Yet Homo sapiens has similar survival chances to 
those of an elephant, which weighs 100 times more than us. We can 
overcome our bodies’ malfunctions until we reach an advanced age, at 
which point they suddenly trigger a fatal crisis.

We talked about these issues with Steven Lamberts, a Dutch phy-
sician who specializes in aging and former rector of Erasmus Univer-
sity in Rotterdam. Breakdown often occurs abruptly, as is so often 
the case in complex interacting systems. “We used to have a longer 
period of gradual decline before fi nding ourselves in genuine need of 
assistance,” Lamberts notes. “But the transition from healthy to ail-
ing has become sharper. Things suddenly start going wrong around 
the time we reach 75. People become dependent. And from that point 
on, they often require many years of being cared for intensively. That 
worries me.”

Perhaps we could reduce the deterioration of our bodies by 
implanting new tissue to counter the infl uence of damaged DNA. Or 
maybe we could further extend our life span using therapies capable 
of beefi ng up our immune systems. Our internal regulation would 
then break down a little later. Lamberts believes, however, that such 
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developments would simply make what comes next even sadder. 
Advanced age isn’t synonymous with a happy life, he says. As a phy-
sician, there are moments when wards full of elderly people move 
him to tears. “I see no point in trying to raise our maximum age. All 
we’re doing then is to make the fi nal, dependent stage of our lives 
even longer. It makes much more sense to try to avoid getting into 
that situation or, if it does happen, to make it as bearable as possible. 
It’s an issue that’s crying out for attention but one that we totally 
ignore. In my position, I’m profoundly disappointed to see old people 
confi ned to hospital wards. People who have worked hard all their 
lives lie there, fi ve or six to a room, waiting to die. I don’t want to see 
them in bed. It’s unacceptable that tens of thousands of people end up 
lying in their own urine and feces. But it’s not realistic to think we 
can fi nd the personnel to take proper care of all those people around 
the clock.”

That’s also an issue in the homes of the elderly, Lamberts thinks. 
“In the next 20 years, the number of genuinely elderly people will 
double in many Western countries. It’s hard to imagine that we’ll 
have enough home-helps to lift them all out of bed twice a day. We 
don’t have that many pairs of hands, which means we’ll have to look 
to technology. Quality of life has everything to do with independence 
and the chance to lead a social life. So it’s a question of technology 
to help us see, hear, go to the toilet, comprehend, communicate, and 
get up. I can visualize a series of aids, which are urgently needed and 
which could be readily manufactured, that wouldn’t be too expen-
sive and would considerably increase the quality of elderly people’s 
lives.”

Lamberts believes these things don’t yet exist because technologi-
cal development isn’t geared toward the elderly. “Pictures of the high-
tech homes of the future invariably show healthy young people who 
don’t need any of that stuff. They’re perfectly capable of fi nding the 
light switch. Why would they want special sensors to do it for them? 
We have to design comfortable homes for our old people. It’s tech-
nology that would actually save us a lot of money because it would 
help the elderly remain independent longer. If a group of engineers 
were to focus on it seriously, we could achieve a breakthrough. Our 
society urgently needs technological assistance for old people, yet it 
never seems to happen.” In Steven Lamberts’s view, physicians don’t 
pay enough attention to the issue either; as far as they are concerned, 
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their job if someone contracts pneumonia, for example, is simply to 
prescribe antibiotics. Yet much more has to be done before an old 
person is capable of living independently again after such an illness. 
“It’s not a medical issue; it’s a question of how we support our elderly 
population. If our society manages to improve the quality of the fi nal 
stage of life, we will have achieved something very special.” Lamberts 
had his wish list ready when we talked to him. He proposes specifi c 
technology to help us as we get old and has a series of technical sug-
gestions to address the most pressing problems.

SEEING AND MOVING

Steven Lamberts thinks, for instance, that technology can help  combat 
blindness. One of the main causes of deterioration in old people’s 
vision is macular degeneration. One-third of 75- to 85-year-olds suf-
fer from the condition, which results from the gradual accumulation 
of fat behind the retina, damaging the light-sensitive cells, and even-
tually leading to blindness. Yet only the central part of the retina is 
affected—the area we normally use to read. The edges remain intact. 
Patients can often continue to read using a special prism that exploits 
the retina’s remaining peripheral visual capacity. But this doesn’t help 
them walk or boil a kettle. Heavy, head-mounted devices exist, with 
cameras and screens so that people can see things around them. “But 
there’s no reason in theory you couldn’t use microelectronics similar 
to those in your mobile phone. That would enable patients like this to 
go on taking care of themselves. Aids of that kind would contribute 
signifi cantly to maintaining their independence.”

New technology for the joints also features on Lamberts’s wish 
list. Replacing a joint is not only expensive, but its impact is also 
temporary. Artifi cial hips and knees don’t last for more than 12 or 
15 years due primarily to the way they are attached to the bones. 
The artifi cial joint is fi xed in place using metal pins. Over time, the 
bone grows thinner, and the pins loosen. What’s more, artifi cial joints 
have only a limited range of movement; they make you walk a little 
stiffl y. It also means that the joint lacks the fl exibility to cope with 
unusual movements, causing it to wear out faster. This extra wear, 
combined with the loosening of the anchor points, means that the 
joint eventually has to be replaced. Patients fi tted with an artifi cial 
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hip when they are 75 will need a new one when they reach 90. The 
more old people there are, the more this will happen, so we need to 
extend the life span of artifi cial joints. There are two ways to do this. 
A great deal could be achieved, for instance, by using better materials, 
more sophisticated joints, smarter mechanics, and alternative fi xing 
techniques. An even better solution would be to select natural mate-
rials to give the person’s original joints a new covering—pieces of 
cartilage, for example, to reline a knee or hip joint. Tissue engineering 
should make that possible.

Our muscles also begin to fail as we get older, robbing us of the 
strength to get out of bed or go to the toilet on our own. Lamberts 
thinks a great deal can be done using mechanical aids. Metal hands are 
needed around the bed—lifts to help you raise yourself or get off the 
toilet. This will ultimately mean domestic robotization, as we saw in 
chapter 3.7. Precision tasks, such as putting on support stockings, are 
still very diffi cult for robot arms; leg sizes and patient behavior are 
too varied. But a bed lift with simple buttons could easily be produced 
using existing technology. This kind of assistance at crucial moments 
will keep people independent. Another technique is to stimulate the 
muscles. Paraplegics can take steps if strategic stimuli are delivered 
in this way. This is worthwhile in the case of young patients, as it 
saves on the care they would otherwise need for the rest of their lives. 
Elderly people often don’t receive this kind of assistance, even though 
it would help them move step by step or get off the toilet. Steven 
Lamberts believes we need to come up with smart devices that will 
make the delivery of this kind of stimuli cheaper and hence viable for 
old people as well.

CONTACT

Deafness, too, sometimes boils down to cash. Congenitally deaf chil-
dren receive cochlear implants—prosthetic organs that take over the 
function of the malleus, incus, and stapes, the elements of the ear that 
detect vibrations. It costs $80,000 to restore a child’s hearing. Adults, 
however, often don’t get cochlear implants, let alone old people with 
only a few more years to live. “There shouldn’t be any deaf-mute 
people in our society anymore,” Steven Lamberts thinks. “And we 
can also treat many forms of deafness in old age. The technology is 
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expensive, but I fi nd it unacceptable that a relatively large group of 
people is not being treated for inner-ear deafness. We need to fi nd 
cheaper techniques so that more people can benefi t from this kind of 
treatment.” Technology can help to fend off loneliness, too, Lamberts 
says. “That’s crucial to old people’s sense of well-being. There are lots 
of communication devices for the elderly, but these often consist of 
little more than a panic button to alert the emergency services and at 
best a phone link to a support center. Great if you suffer a fall, but not 
much help if you simply need to chat. Young people phone, text, and 
message each other with or without Web cam pictures and broadband 
Internet connections. Old people have to make do with old-fashioned 
phone lines to talk to their children and friends. Visual information 
can strengthen contacts, especially when your hearing isn’t what it 
used to be. A simple videophone for old people—that surely couldn’t 
be too diffi cult to achieve.”

The biggest challenge is to support elderly people as their cogni-
tion deteriorates. We know that mental exercises offer effective pro-
tection against memory loss; communication and social activities also 
slow down the decline in cognitive performance. Technology can help 
us, too, as our powers of memory begin to fade. “Visual and audible 
alarms, for instance, can remind us that it’s time for a meal or to take 
our medicine. We need cookers that turn themselves off and kettles 
that make it impossible to scald ourselves. Cognition often declines 
very gradually before dementia sets in, and the consequences can, 
to some extent, be eased by technology. That’s important, although 
it offers little real comfort. Technology can do painfully little to aid 
cognition as such,” Lamberts remarks.

These are just a few examples of the breakthroughs—both large 
and small—that will be needed to help compensate as our faculties 
decline with age. There are other things that could make life easier. 
It isn’t primarily a question of microbiology or life-prolonging phar-
maceuticals as much as adding to humanity’s existing toolbox. It’s 
our brains, after all, that have given us a longer life span than that 
enjoyed by sheep or pigs. We can invent all kinds of tools to extend 
the human body, effectively making us larger and stronger than our 
size would suggest. In many cases, aids for the elderly are already 
technologically possible but will require cheap mass production for 
them to achieve a genuine breakthrough. And that will mean a differ-
ent attitude on the part of designers. Rather than complex  technical 
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aids loaded with functions that drive up the price, they should be 
stripped to the essentials: simple hardware that can be produced in 
large numbers. It’s a challenge our industrial designers should take 
up. It is also an example of a complex problem, which means different 
scientifi c and engineering disciplines will have to combine to achieve 
the necessary breakthroughs. Practical solutions will require the very 
best of our electronics, mechanical engineering, telecommunications, 
and control systems, as well as our medical science.



Part 5
COMMUNITIES
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A storm blew up in Berlin in 1989 not far from the spot where much 
of this book was written. It all began in a small way with people 
attending weekly services at the local church to pray for peace. When 
the communist East German regime used violence to break up a dem-
onstration, the church became a refuge for hundreds, and later thou-
sands, of people. The society in question had grown rigid. To express 
it in the language of complexity, the social network became so tautly 
stretched that any shock was readily propagated throughout the sys-
tem. The police repeatedly beat up the churchgoers, but the multitude 
failed to respond in the expected way. Instead of kicking and punch-
ing, they prayed and sang. They didn’t display the anticipated logic of 
action and reaction, eventually causing the police to withdraw in con-
fusion. The demonstrators created positive feedback, and as a result, 
the mass of people grew even bigger. “We were prepared for every-
thing but not for candles,” a police commander later commented.

The protests also confused the GDR’s infl exible leaders. At the 
peak of the protests, an East German minister declared that citizens 
would be permitted to travel to the West. The chaos that ensued was 
so great that historians are still trying to unravel the precise sequence 
of events. On the brink of a critical transition, old forces dissipate and 
unpredictable movements can occur. This is a typical example of a 
small movement that can lead to much greater things, as we have also 
seen in other complex systems. Tens of thousands of people laid siege 
to the Wall. Exactly who eventually decided to raise the barriers has 
been lost in the fog of history. It was most likely a low-ranking offi cer 
at a border crossing who was no longer able to cope with the mass of 
people. To ease the pressure, he allowed a few citizens through the 
barrier. The effect was to throw gasoline onto the fi re or, to put it 
another way, to create positive feedback that tipped the situation into 
transition. Within minutes, the crowd could no longer be restrained. 
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The only option left was to open the border once and for all. The Ber-
lin Wall had fallen.

The peaceful revolution in the GDR can be understood intuitively 
in terms of a complex system that has moved far out of equilibrium. 
There is a growing group of sociologists who use the methods of 
complexity science to achieve better insight into processes of this 
kind. Taking the behavior of individuals as their basis, they attempt to 
model how this might give rise to collective phenomena. Their studies 
mostly involve societal movements that are more gradual than revo-
lutions. They study, for example, how opinions and rumors spread, 
how clusters form, and how applause ripples through an audience. 
These processes then help us understand more complex situations, 
such as bouts of fi nancial market panic, urbanization, and indeed, 
popular uprisings.

This emerging science of social dynamics is benefi ting from the 
enormous amount of new data on human behavior that has become 
available in the last 10 years. Neural science is laying the foundations 
for a new understanding of human conduct and interaction on an 
individual level. At the group level, meanwhile, the new social scien-
tists can draw on the mass of data that our digital society produces 
as traces of almost every aspect of human activity. The urbanization 
expert who contributes to chapter 5.3 cites the availability of all the 
mobile phone data from a major city, which allows him to monitor 
precisely how people form new personal networks when they resettle 
there. The resultant picture is far more complete and accurate than 
anything sociologists could ever achieve based on their traditional 
methods of questionnaires and manual counting.

Another new quantitative instrument is the ability to create virtual 
societies. These resemble computer games like SimCity in which indi-
vidual citizens interact according to prescribed patterns. The resultant 
model society consists of an ever-changing network of interactions in 
which a large number of people respond to one another. The society 
unfolds within the computer and reveals the kind of collective behav-
ior that might develop. It can be explored, for instance, under what 
circumstances an uprising will result in a revolution. Key episodes 
from the Russian Revolution have been simulated in this way.

All this offers a new quantitative approach to sociology. Old-school 
sociologists also used calculations, but lack of data and computing 
power obliged them to limit themselves to static situations close to 
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equilibrium. In this new approach, the dynamics of a situation can be 
simulated taking account of nonlinear, nonequilibrium effects, too. 
This has shown itself to be essential in terms of understanding herd 
behavior and other “irrational” phenomena, which in turn makes it 
possible to study how markets crash or societies change. The new 
approach is already yielding an explosion of fresh results.1 Many 
new insights have been obtained by outsiders—often physicists or 
mathematicians—who are trained to model complexity and identify 
patterns in large data sets.

We also encounter specialists in the following chapters who oper-
ate on the fringes of their fi eld. One of their fi rst successes was to 
produce accurate statistics for stock exchange crashes. Generations of 
economists have expressed puzzlement at these “statistical outliers.”
Now, however, major crashes can be understood in the same context 
as smaller stock market fl uctuations. Other similar studies show how 
viruses spread, how people move through a city, and how the airline 
network evolves. Various secret services are no doubt performing sim-
ilar research, too. It does, indeed, have the potential to help the leaders 
of both Koreas, Middle Eastern states, Myanmar, and anywhere else 
people have built walls to separate one group from another. Who do 
you need to arrest to keep a protest from getting out of hand? How 
do you break up a determined group of chanting people prepared to 
defy the police? How do you persuade people in the midst of chaos to 
follow their leaders once again? It’s all very relevant information for 
authorities and protestors alike.

We begin this part of the book with two chapters focusing on the 
individual (chapters 5.1 and 5.2). In these chapters, we seek to answer 
questions about how our social environment affects us, how we learn, 
and how our brains are altered by hectic outside stimuli. We then step 
deeper into the agglomeration with some thoughts on the rise and 
fall of our great cities (chapter 5.3). Next, we describe how to cope 
with herd behavior in disasters (chapter 5.4). We round off with two 
chapters on human networks that span the globe. Economic networks 
are now so taut that the effects of a fi nancial crisis are felt everywhere 
(chapter 5.5). That same interconnectedness, however, also means 
that countries are less likely to resort to military confl ict against one 
another (chapter 5.6).



The helplessness of newborn babies is very endearing. They can just 
about breathe unaided, but they are otherwise entirely unadapted 
and dependent. Babies can barely see, let alone walk or talk. Few 
animals come into the world so unprepared, and no other species 
is as dependent on learning as human beings are. Elephant calves, 
for instance, can stand up by themselves within a few minutes of 
being born. Most animals are similarly “preprogrammed.” Female 
elephants carry their young for no fewer than 22 months, whereas 
we humans have to go on investing in our offspring long after they 
are born. Children need years of adult protection. They guzzle fuel, 
too; their brains consume fully 60 percent of the newborn’s total 
energy intake. In the fi rst year of life, the infant’s head buzzes with 
activity as neurons grow in size and complexity and form their innu-
merable interconnections. The way the brain develops is the subject 
of the next chapter (chapter 5.2). Here we concentrate on the way we 
are educated from the fi rst day on.

There is virtually no difference between Inuits and Australian 
aborigines in terms of their ability—at opposite ends of the earth and 
in climates that are utterly different—to bear children successfully. 
Other animal species are far more closely interrelated with their envi-
ronment. Other primates have evolved to occupy a limited biotope 
determined by food and climate. Humans are much more universal. 
Every human child has an equal chance of survival wherever they 
are born. As a species, we delay our maturation and adaptation until 
after birth, which makes the inequality of subsequent human devel-
opment all the more acute. Someone who is born in Mali or Burkina 
Faso is unlikely ever to learn to read.1 A person whose father lives in 
Oxford, by contrast, might have spoken his or her fi rst words of Latin 
at an early age. Inuit and aboriginal babies may be born equally, but 
their chances begin to diverge the moment they start learning how to 
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live. We are not shaped by our inborn nature but by the culture that 
is impressed upon us by the people with whom we grow up. Learn-
ing makes children different, which is why it is unacceptable that 
over 100 million children of school age do not attend lessons. As one 
of its “Millennium Goals,” the United Nations has committed itself 
to reducing that number to zero by 2015. Sadly, although a certain 
amount of progress has been achieved, it is likely that two-thirds of 
the eighty-six countries that currently lack basic education will fail 
to achieve it by 2015.

Education is one of the keys to any effort to solve global problems. The chart 
shows that countries with strong centralized governments have high literacy 
rates. But law and order aren’t the only factors determining a population’s edu-
cational level. Research in neuroscience, sociology, and computer science is also 
shedding fresh light on learning, including education in remote areas. Strong 
communal bonds and new communication technology are clearly very impor-
tant, too. Source: United Nations Development Programme Report 2009.
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Education is often the victim of politics. It is odd that world lead-
ers should be challenged about their use of torture, curtailment of 
liberties, and lack of fair trials but not about their education policies 
and the effect these have on mothers and their children. Basic health 
care is part of the same issue; mothers and children who are sick are 
hardly in a position to develop educationally. Schooling also suffers 
from a lack of teachers, educational resources, and proper understand-
ing of juvenile development. A real breakthrough is needed to guar-
antee education and universal access to the fruits of human culture. 
New ideas from sociology, neuroscience, and computer science are 
changing our understanding of human learning.2 These ideas could 
have a profound impact on education and hence on our culture in 
general. These insights might ultimately help us hold the human 
race together, ensuring equal opportunities for babies who are born 
equal.

IMITATION

Learning is an activity between people. Children use social clues 
to understand their world. Imitation of other humans is one of the 
cornerstones of child development. It saves a lot of trial and error 
because what someone else is doing is probably worth trying yourself. 
We’re trained from an early age to recognize and respond to patterns. 
Babies mimic their parent’s speech even before they have learned to 
talk. The babble of a Chinese baby is audibly different from that of 
an American infant. And if they were to switch cots, their language 
skills would never entirely catch up. Babies quickly begin to imitate 
their mothers’ expressions and to stick out their tongues when their 
fathers do. A small child seeing its mother use a keyboard might also 
begin to poke at the keys. Behavior like this isn’t instilled deliberately 
and might even be discouraged. And there’s certainly no innate ten-
dency to interact with a plastic object in such a way. The child simply 
imitates what it sees.

Imitation is built in. The regions of our brain in which percep-
tions are processed overlap the areas responsible for initiating actions. 
Experiments with children show that social interactions reinforce 
learning in countless different ways. Empathy, shared attention, and 
one-on-one coaching all help. Brains assume a more settled form in 
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the course of a human life in response to thousands of examples. We 
store up procedures that enable us to function extremely effectively 
when a lot of things come at us at once. We can rapidly assess situa-
tions and make instant decisions without having to rehearse all the 
criteria every time. We jump out of the way, for instance, when we 
see a car hurtling toward us.

This is how our culture comes to be etched into a child’s mind. 
If the mother can read and write, the child wants to do the same. 
The more developed a mother, the greater her children’s opportunity 
for development. Culture gives children the opportunity to enter our 
civilization at a high level. A remote control and television are just 
as natural to a child as a tree is. Anyone who didn’t grow up with 
the Internet will never entirely catch up. Every generation starts at a 
higher level with more complex knowledge. It’s the way we learn that 
makes cultural progress possible.

THE COMPUTER AS A MODEL

Learning from experience is not something computers do well. Before 
they can get down to any useful work, they have to be spoon-fed 
programs that fi x rules for every analysis and decision they are to 
perform. Computer scientists are trying to change that, looking for 
alternatives that mimic the way children learn. They have developed 
computers that you don’t have to program in advance. Like newborn 
children, these machines begin with a clean slate, which is then fi lled 
in with observations that go on in turn to govern their actions. As 
we saw in chapter 3.5, these so-called neural networks can already 
be deployed in all sorts of situations where it is diffi cult to specify 
rules. Like people, computers can now make decisions based on vague 
criteria in areas such as controlling the temperature of a building or 
speech recognition. Thus, dealing with incomplete or half-understood 
information is no longer the exclusive preserve of living brains. Neu-
ral networks are not only useful for tackling problems that aren’t 
readily programmable, but they can also help us understand how 
children come to grips over time with their complex environment. 
A computer is a laboratory for trying out how different learning 
rules work in practice. We can test, for instance, the most effective 
way for computers to handle complex input. They appear to learn 
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more effi ciently when they commence the learning process with just 
a few signals after which the complexity is gradually increased.

Computer learning can also be improved by incorporating an 
 element of social interaction. In one experiment, a computerized doll 
was programmed to seek correlations between its own behavior and 
changes in its environment. Within minutes, it noticed that its own 
cries were invariably followed by sounds from the pale ellipsoid posi-
tioned in front of it. The doll had learned that faces have a certain 
signifi cance. The same human face can then be used as a guide for 
attempting to classify more complex interactions.

Experiments like this are bringing a new dimension to the science 
of learning, as are the new insights emerging from brain research. 
Neuroscientists can see with increasing accuracy how information 
from the external world is conveyed to the brain and stored there 
before reemerging. This creates an opportunity to test education the-
ories. Teachers have traditionally had to work on the basis of intu-
ition, beliefs, and subjective observations. We now have the chance to 
explore experimentally the sometimes contradictory ideas of promi-
nent educational theorists like Maria Montessori, Rudolf Steiner 
(Waldorf education), and Helen Parkhurst (Dalton School), thereby 
creating a new scientifi c foundation for pedagogy. Although this fresh 
approach is still in its infancy, breakthroughs in this area could deliver 
new insights that will make it easier to learn. That could in turn pro-
vide children—including youngsters in isolated regions—with more 
opportunities for early socialization in our complex world.

LEARNING COMPLEXITY

Hans van Ginkel has promoted learning in every corner of the world. 
The Indonesian-born Dutch professor originally taught human geog-
raphy and planning. In 1997, however, he was appointed rector of the 
United Nations University in Tokyo, at which point his focus switched 
to learning in the developing world. Now retired, this former UN 
undersecretary and president of the International Association of Uni-
versities remains active in a wide range of pedagogic missions. “Edu-
cation ought to address our world’s complexity more effectively,” he 
says. “Both the number of interactions and the distance over which 
communication occurs are increasing. We are aware of and see more 
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people; we realize that the world has become more complex. A farmer 
in Ghana isn’t just involved with his local market. He knows some-
thing about EU subsidies and has to take account of food production 
in the United States. Everything is linked to everything else; that’s 
the essence of globalization. A world order is emerging that is char-
acterized by connectivity, change, and convergence. Our children will 
have to learn, for better or for worse, to live amid this growing com-
plexity. Viewed from a simple world, the steps toward complexity are 
very big. The human mind can only make limited jumps. You need 
to incorporate complexity in education from the earliest age; other-
wise, it won’t succeed. It’s an important task that education has to 
fulfi ll. People need to learn how to think about complexity and scale. 
That runs counter to the ideas of certain educationalists—and a lot of 
other people who set the tone in our society. Today’s education and 
media often place particular stress on simplicity. What we really need, 
however, is a better understanding of the complexity of technology 
and society.”

“Complexity isn’t only a question of different disciplines but of 
different scales, too,” van Ginkel explains. “Education should help 
people develop a sense of scale. You can only learn how things inter-
relate as everything gets bigger if subjects are presented in an inte-
grated way. Learning about the interrelationship of things should be 
at the core of what the school does. Part of that is learning to expect 
the unexpected. Complex systems are always different. Natural disas-
ters aren’t caused by a single event but by a combination of things. 
Early warning systems have limited value when they are based only 
on the experiences of earlier events. It’s the same with many things in 
our society: Linear knowledge from preprogrammed curricula doesn’t 
help in such instances. You need perspective and responsiveness.”

That’s not something you can learn through the straightforward 
transfer of knowledge, van Ginkel argues. “And you don’t learn it 
by looking things up in Wikipedia either. Connecting villages to the 
Internet really isn’t the best way to improve education. It’s often 
claimed that through ubiquitous computing, the information society 
gives people the opportunity to make properly founded choices. If we 
can’t place that information in context, however, it simply unnerves 
us. There’s no shortage of information—far from it. What’s important 
is knowing how to use it. That’s one of the reasons online education 
has been doing badly in Africa. Initiatives like a virtual university 
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don’t work because they’re alien to that society. Even people with 
Internet access can’t really benefi t from that type of education. Les-
sons broadcast on the radio do much better; they’re simple to produce 
locally, they have a wide broadcasting range, and you can listen to 
them in groups. That shows that you have to use local institutions to 
introduce new ideas. Things that come from outside are less effective 
than things that come from within the group itself. Society has to be 
able to grow with them.”

The new science of learning can help in this instance to make the 
right choices. “Virtual education of this kind places people outside 
their learning community. What’s more, the budget for existing edu-
cation structures is declining because of parallel initiatives like this,”
Hans van Ginkel warns. He is in favor of expanding that learning com-
munity. “As the world becomes more and more connected, you have 
to ask yourself whether it will be able to fl ourish if the gap between 
North and South persists or grows even wider. Sharing money isn’t 
enough to equalize education levels. We have to share our thinking—
our brains. Education is a profoundly human process. It takes more 
effort to share our thoughts than it does to donate money. Although 
volunteers from richer countries do their bit, they’re often very inex-
perienced. Still, there are positive trends, too, with retired people and 
employees on sabbatical sharing their knowledge and experience. 
Twinning with relevant institutions abroad and targeted joint pro-
grams are also important.”

Hans van Ginkel thinks, moreover, that the involvement of these 
experienced volunteers and institutions is a clear demonstration that 
the world doesn’t revolve purely around money. “It’s good to show 
people that positive things aren’t always expressed in terms of cash. 
You have to have ideals. We don’t want people whose ambition is 
simply to design better television screens; what the world needs is 
individuals who want to put their ideals into practice. The greatest 
threat to society is when people’s ideals are taken away from them. 
You have to know that the world will open up to you when you fi nish 
your studies. That’s the real global challenge.”



Baroness Susan Greenfi eld’s origins are humbler than her title might 
suggest. Her father was a machine operator in an industrial neighbor-
hood of London. In Britain, unlike many other countries, it is possible 
to earn a peerage through your own merits rather than pure heredity. 
Lady Greenfi eld is a leading world authority on the human brain. She 
is concerned that technology has invaded our lives so profoundly that 
it has begun to affect the way our brains operate and hence our very 
personalities. “People are longing for experiences rather than search-
ing for meaning,” she says. “They live more in the moment and have 
less of a sense of the narrative of their lives—of continuity. They lack 
a sense of having a beginning, a middle, and an end. They have less of a 
feeling that they are developing an identity throughout their life with 
a continuing story line from childhood, youth, parenthood, to grand-
parenthood. The emphasis is more on process than content. You now 
have people who are much more ‘sensitive’ rather than ‘cognitive.’ ”

Susan Greenfi eld identifi es one of the causes of this development 
as the impressions our brains receive from a very early age. Modern 
life, she argues, with its hectic rhythm of visual impressions is very 
different from the past, in which she includes her own childhood in 
the 1950s and 1960s. It’s in our youth that our brains are shaped: 
They grow like mad during the fi rst 2 years of life, developing a maze 
of connections. And in the years that follow, they remain extremely 
nimble, forming new connections rapidly and changing in response 
to our surroundings. It is very much the world around us during 
infancy, childhood, and early adolescence that determines the out-
come of this stage of brain formation. The brain displays an immense 
degree of what Greenfi eld likes to call “plasticity” during this stage; 
connections are formed as and when they are needed.

The foundations of Baroness Greenfi eld’s own personality were laid 
in a similar way during her youth. The way young Susan devoured 
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books shaped her brain at that stage, strengthening her imagination 
and her ability to cope mentally with extended narratives. Perhaps 
her future professional interest was formed then, too. The rabbit’s 
brain she once held in her hands, for instance, is bound to have made 
an indelible impression. A fortunate convergence of nature and nur-
ture made her a brilliant scientist, who rose to become professor of 
synaptic pharmacology at Lincoln College, Oxford, and former direc-
tor of the Royal Institution. As a life peer, Lady Greenfi eld is also a 
member of the House of Lords, and she has published several popular 
books on brain research.1

WE ARE COMPLEX

The network of 100 billion neurons that forms our brain is one of 
the most complex structures we encounter in this book. The average 
human adult has 500 trillion connections in his or her head (5 × 1014). 
Susan Greenfi eld likes to compare this with other complex networks, 
the similarities with which are, she says, very striking. Take the net-
work of relationships we have around us. Like neuronal connections, 
they strengthen through use and with more intense input. They are 
constantly changing, especially during our youth. It is more than a 
superfi cial metaphor, she argues: Both kinds of network infl uence 
one another. The relationship is clearly apparent when the network 
underlying our brains begins to break down with the onset, say, of 
Alzheimer’s disease—Greenfi eld’s specialty as a neuroscientist. Brain 
development is actually shifted into reverse when dementia strikes. 
Connections in the brain are lost, and we progressively lose the skills 
we acquired in the course of our lifetime. Our personalities fade along 
with our ability to connect specifi c events into a logical narrative. 
Eventually, we see only generic faces around us that are no longer 
connected to memories. As our brain network breaks down, our social 
networks disappear, too.

A similar breakdown can occur under the infl uence of drugs that 
alter the fi ne balance of chemical interactions through which the 
brain communicates. In some cases, they merely block communica-
tion within the brain; more often, however, an excess of hormones 
like dopamine overstimulates neuron activity, thereby impairing a 
controlled brain function. We lose the ability to reason about the 
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consequences of our behavior and start to live solely in the “here 
and now.” Something similar happens during sex, when dancing, or 
during a roller-coaster ride. “It makes you feel good,” Greenfi eld con-
fi rms. “But too much of it may damage your ability to reason beyond 
the thrill of the moment. You then lose connections in the brain.”

It is this impairment of our brains that is Greenfi eld’s greatest con-
cern. Young people’s thrill-seeking behavior can produce a dopamine 
overdose. She cites the example of computer games. “It may be a game 
where you have to set free a princess who is locked up. But in the 
computer games that you see now, it isn’t about that person—you 
don’t get to know her. It’s all about the thrills you get in the process.” 
And those thrills release dopamine into the brain, making you want to 
continue. “If you are surrounded by fast-paced multimedia, with very 
strong emphasis on the senses rather than on the cognitive element, 
then the brain will process it accordingly. It will increase your ability 
to have fast reactions, but you won’t have suffi cient connections sup-
porting the meaning or the ability to relate one thing to something 
else. That’s sad because it’s a diminution of identity—of the sense of 
who you are. You can’t defi ne your identity in terms of the sensation 
of the moment. Identity is about meaning and signifi cance.”

Susan Greenfi eld believes that the amount of time people devote to 
such games makes it even worse. “Never before have so many human 
beings had so much free time, apart from maybe in monasteries. Until 
recently, daily life for most people was full of drudgery. You didn’t 
have time to think too much, and you also had a shorter life span. 
Now is the fi rst time in history many humans have the comfort and 
freedom from pain that allow us to devote our time to other things 
than our immediate survival. It’s worrying to see that it’s also the fi rst 
time that grown-up people have begun to play games on their own 
as a child would. They don’t use games as a vehicle for socializing as 
generations before them did. If all we have achieved as human civiliza-
tion with all our science is sitting behind a screen to have some private 
thrills, I fi nd that very sad. It is infantilizing adulthood.”

THE NOBODY SCENARIO

These observations have led Baroness Greenfi eld to categorize 
human behavior into different personality archetypes. A person 
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whose  identity is formed by his or her relationships with others 
is a Somebody in Greenfi eld’s classifi cation. The brain of a Some-
body has many connections, but they are constantly being rewired 
through impressions from the outside. The individual is how oth-
ers see that person. The Anybody personality is a more conserva-
tive character. This person also has a well-connected brain but a less 
changeable one. The life of this type is more ritualized; its identity 
is less conditional and more uniform. It is more likely to be led by 
doctrines and might also be thought of as a fundamentalist. Western 
history from the Enlightenment to the end of the twentieth century 
has basically been a struggle between the Somebody and Anybody 
personality types—between individualism and collectivism; between 
the adaptivity demanded by the free market and the certitude offered 
by totalitarianism; between the overwhelming choices of democracy 
and the clarity of dictatorship.

The twenty-fi rst century has produced a third archetype, Green-
fi eld believes. It is a personality type with less extensive wiring in the 
brain, and one that lacks a framework capable of giving meaning to 
the person’s surroundings. This Nobody archetype merely has expe-
riences rather than overarching stories. “If there is no one to tell you 
the greater story, you won’t learn to think metaphorically. Education 
is about relating something to something else. If that isn’t shown 
to you, you won’t be able to invent the greater story yourself.” The 
Nobody mentality is reinforced by an excess of dopamine—the kind 
of kicks we get from computer games and a rapid succession of visual 
incentives. “That’s both good and bad,” Greenfi eld thinks. “The new 
generation has very agile brains in terms of multitasking, motor 
coordination, and seeing patterns. But they lack the deep meaning to 
what they are doing. As people live more in the here and now, they 
take more risks and have less sense of identity. There is more empha-
sis on the literal and taking things at face value rather than thinking 
metaphorically and symbolically.”

Greenfi eld thinks there is already evidence that relationships are 
changing. “Someone told me she had 900 friends on Facebook. That’s 
impossible: You can’t have 900 friends. It devalues the very concept. 
A friend is someone with whom you take a long walk when you just 
fi nished a love affair or when you lost your job. It’s not someone with 
whom you have just one line on Facebook.” Taken to its extremes, she 
argues, people will no longer defi ne themselves and others as having 
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a separate identity. The whole story of what makes a life unique will 
disappear, effectively creating a society in a state of dementia.

Greenfi eld doesn’t believe that any of these three archetypical 
personalities can give us the fulfi llment and sense of self we need 
in the twenty-fi rst century. But she also sees a fourth type becom-
ing more important, the Eureka personality—a person whose brain 
is suffi ciently plastic to abandon old connections and to form new, 
hitherto unimagined links. It is a creative personality that is not 
molded by outside impressions but that reconnects its brain through 
its own effort. Talented scientists, artists, and composers belong to 
this category because they use knowledge and understanding of the 
knowledge to generate new ideas. Knowledge has limited value if we 
are not able to place it in a broader context. Understanding the issues 
behind knowledge is subsequently the platform for creativity. The 
Eureka types are thus the persons who are able to absorb knowledge 
to understand the background and context of the issues and who gen-
erate new knowledge and understanding.

It is a challenge for engineers, Susan Greenfi eld says, to help fos-
ter that creativity. “We have to think about ways technology can give 
meaning and signifi cance to people rather than comfort and sensation. 
If people spend most of their time in front of a screen, we’ll have to 
fi nd out what the screens give them that they can’t fi nd in real life. 
We can then try to make something similar in the three-dimensional 
world. Or we can use the two-dimensional medium to deliver some of 
the things that are being lost. We may foster creativity, for example. 
I think it is necessary that engineers get more involved in game devel-
opment. It’s a very powerful and exciting technology, and we’ll have to 
use it to give us a sense of greater stories. You can think about creating 
a second persona for someone—a corner on the Internet that is all for 
yourself and that nobody else can see. The opposite of Facebook, where 
you share your thoughts with 900 others. It would be more like a diary 
where you can be yourself, leave your thoughts and ideas, and keep 
your memories and photos—your own record for yourself. The com-
puter can then help you to cross-reference it with novels or characters. 
That way, you would fi nd comparisons on the Web and parallels that 
give extra meaning.”

Greenfi eld also sees a remedy in the teaching of science. “Society 
has to become science literate. At the moment, science and technol-
ogy are regarded as a minority activity. If people became more aware 
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of how their brains function and how sensitive they are to their envi-
ronment, they would have more respect for what they are doing. We 
know that once people are told how their brains work, they perform 
better in the classroom. It’s empowering. Things like that would help 
people develop and get the most out of themselves. We have to do that 
now; otherwise, we will discover that we’re suddenly in the world of 
the iPod generation, of people who text each other, who have speed 
dates, and who are living from moment to moment.”



There’s a greater than 50 percent chance that when you look 
through your window, what you see is a landscape of concrete, 
asphalt, and cars. More than half the world’s population lives 
in cities, and the proportion is increasing—as are the problems 
associated with progressively denser and more aggregated com-
munities. As we move further into the twenty-first century, the 
urban transition will gradually draw to a close after two centu-
ries that transformed the human population from an agrarian 
society scattered over the surface of the earth to the highly com-
pressed life of the city. The growth of urban living is one of the 
greatest paradoxes of our age. New technologies offer companies 
and individuals an unprecedented degree of locational freedom 
and mobility. We are increasingly able to see, hear, and sense one 
another, even when we are thousands of kilometers apart. More 
than ever people choose to live in close vicinity of each other, as 
if there were no other possibility to communicate.

Once most people live in cities the urban landscape will have 
become the dominant habitat for human beings and explosive urban-
ization will inevitably come to an end. We will then enter an era of 
posturbanization in which the city will have to fi nd a new dynamic. 
Growth will no longer come by drawing people in from outside. Will 
cities maintain their scale? Or will urbanization go into reverse, turn-
ing downtown Shanghai, Mumbai, and Chicago into wastelands as 
the twenty-fi rst century progresses? Detroit offers a glimpse of what 
happens when a city ceases to breathe. What used to be a theater 
is now a parking lot; the residual population grows vegetables on 
former city squares; empty offi ce blocks gradually succumb to the 
weather; the car industry has collapsed, and nothing has emerged to 
replace it. How can we prevent cities from falling apart under their 
own weight?

5.3

PROSPECTS OF CITIES
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CITIES ARE ALIVE

Everywhere in a city, you’ll probably hear the growling and snarling 
of an urban street. You feel its heartbeat. The city’s hunger never 
wanes: It eats up its surroundings and excretes a constant fl ow of 
waste. It’s a monster, an anthill, a dinosaur. Cities have been pre-
sented as living organisms for centuries, and it is a fi tting metaphor. 
The statistics of large and small cities strongly recall those of bio-
logical organisms. Scaling laws apply to both; indeed, the rank-size 
distribution of cities is one of the best-known scaling relationships in 
human organization. It was already perplexing scientists in the early 

A century ago, London and New York were the biggest cities on the planet. 
The most explosive growth nowadays can be found in the megacities of the 
developing world. Urban society has always been a catalyst for progress, but 
the burdens imposed by these ceaselessly growing agglomerations may soon 
begin to outweigh this particular benefi t of city life. Source: Brinkhoff, T. (2009). 
The principal agglomerations of the world, http://vermeer.net/city

http://vermeer.net/city
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twentieth century, when only 10 percent of the world’s population 
lived in towns.1 There were only four cities with more than 2 million 
inhabitants in 1900, but even then, a scaling law applied to urban size. 
There were twice as many cities with around 1 million inhabitants as 
there were with 2 million. And the same is true if you compare towns 
with 100,000 and 200,000 inhabitants. Halve the size and you double 
the amount.2

Many more large cities exist nowadays, but the same scaling 
 relationship continues to apply. We see something similar in animals. 
It’s not surprising to learn that there are more mice than elephants. 
However, if you compare the statistics for the abundance of mammals 
with different body masses, you come up with a scaling law as clear 
as the one for cities.3 It’s not only in statistical terms that cities and 
animals resemble one another. The internal structure of the city is also 
very much like something from the animal kingdom. Cities and animals 
enjoy similar economies of scale: The larger the city, the less asphalt, 
power cabling, and shopping space you need per inhabitant. London, for 
instance, has fewer service stations per 10,000 inhabitants than Man-
chester does. Facilities like this can be used more effi ciently in bigger cit-
ies. We fi nd precisely the same with large animals; an elephant is twenty 
times the weight of a gorilla, yet its aorta is only three times as thick. 
That means the elephant uses its circulatory system more effi ciently 
to fuel its body’s cells. The larger the city, too, the more economically 
it uses its infrastructure. The same scaling laws apply whether we’re 
talking about people traveling down roads or cells in the body linked by 
blood vessels and nerves.

THE PACE OF LIFE

There is one key respect, however, in which the metaphor of a living 
organism ceases to apply: Larger animals are slower. An elephant’s 
heart beats more slowly than a gorilla’s, and a mouse’s heart fl ut-
ters away faster than we can count. The whole metabolism in larger 
organisms is slower. A rat has to consume half its body weight in food 
each day, whereas we humans can get by on a far smaller proportion. 
In fact, the complete life cycle takes more time. Large animals need 
more time to mature, and they live longer, too. Back in 1932, Swiss 
physiologist Max Kleiber demonstrated this scaling of metabolic rates 
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with body mass.4 Around the turn of the century, it was shown that 
this is the result of the geometry of the internal infrastructure, the 
vascular systems of animals and plants. Big animals have no option 
other than to ration their consumption and to economize. They have 
less internal transport capacity available per living cell. Because of 
their larger volumes, they have fewer possibilities for getting rid of 
internal heat and waste. They have adapted to this by lowering their 
combustion rates and slowing down the pace at which they live.5

If it were economies of scale alone that drove the growth of cities, 
these would follow the same pattern as large animals, progressively 
slowing down and then stabilizing in size. But that’s not what we 
observe. Larger cities clearly have a faster pulse rate; check out how 
quickly the people are walking past your window. Sociologists have 
measured the speed of urban pedestrians and found that people in 
downtown Tokyo, for instance, literally run to their destinations. Or 
at least that’s how it seems to someone from a smaller city like New 
York or London. Tokyo people themselves see it as entirely normal. 
Meanwhile, someone from Pittsburgh might be surprised by the fast 
pace of New York.6 It’s not just a question of walking; every aspect of 
human life seems faster in larger cities. Thus, the organic metaphor 
doesn’t offer a comprehensive description of urban life. In fact, it is 
turned on its head. If we want to understand how cities grow, we need 
to look for other—perhaps uniquely human—processes.

CITIES ARE ACCELERATING

Luís Bettencourt travels the world to study and experience the pace 
of life in cities. Born in Portugal, he studied physics in Germany, Eng-
land, and the United States. He is currently a professor at the Los Ala-
mos National Laboratory in New Mexico. Bettencourt’s work takes 
in epidemiology, social networks, and urban dynamics. How large can 
a city grow? “In ancient times, Rome had about a million inhabit-
ants. The writers of the time thought that a city with so many people 
couldn’t exist for long,” he says. “I recently visited Tokyo, and I felt 
a similar amazement. The city is almost twice as big as any other in 
the world. It is interesting to think about the mechanisms that allow 
a city of 35 million people to exist. It requires behavior and tech-
nology that enable that amount of people to work and live together. 
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The infrastructure is amazingly complicated. You almost don’t live in 
geographic space anymore. When you change from one metro line 
to another, everything is dense with information. The underground 
network seems to have its own life. And it’s so complex that even 
the locals get lost. So there are staff everywhere who can point you 
in the right direction. Life is conditioned by the place. It’s absolutely 
fascinating.” But Tokyo is not so very different, in fact, from Mum-
bai, New York, or Mexico City, which are about half its size but are 
subject to a similar pressure on space. “Some people think that cities 
are very different, but in fact, they are in many respects very equal. 
Their degree of similarity never ceases to amaze me. It’s mostly their 
size that makes them different.”

The similarity clearly appears from the urban data that Luís Bet-
tencourt and collaborators have collected. They have uncovered two 
different scaling relationships that apply for a large number of cities 
in different parts of the world. One is the law of economies of scale:
The larger the city, the more effi cient its physical infrastructure. This 
is analogous to the organic scaling we discussed earlier. It applies 
to the amount of road surface, the length of electrical cabling, and 
the number of kilometers that cars travel. The other law is related 
to human activity and might be termed the law of accelerated pro-
ductivity: If you double the size of a city, you get 15 percent more 
output per inhabitant. That goes for the city’s gross domestic product 
but also—and more specifi cally—for its rate of patents and inven-
tions. Wages scale in precisely the same way. Move to a bigger city 
and you’ll earn more, but odds are you will also spend more. In fact, 
everything that constitutes the social fabric of a city scales as the law 
of accelerated productivity.7 That includes the incidence of AIDS and 
violent crime, suggesting that walking isn’t the only thing that speeds 
up as cities increase in size. “It seems that a city dweller does more 
in less time. The pace is higher,” Bettencourt concludes. “As wealth 
creation accelerates, time becomes more valuable. You have to use 
your time more effi ciently because the cost of living also increases. So 
acceleration is the central theme in cities. And it’s clear that human 
interactions lie at the basis of it.”

This is highlighted when you take a closer look at the 
 statistics—crime rates, for example. “In larger U.S. cities, you have 
a greater chance of being confronted with violent crime like mur-
der or aggravated assault. When you look at property crimes like 
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burglary,  however, there isn’t much difference compared to smaller 
towns. In the United States, murder is often associated with orga-
nized crime and gangs, which have a social dynamic in which one 
crime leads to another. That’s different from burglars, who tend to 
operate alone,” Bettencourt observes. Both of the laws he and his 
collaborators have uncovered are valid for a large range of agglom-
erations. They are true of small towns but also of megacities. The 
law of economies of scale applies to the material fabric of a city 
and the law of accelerated productivity to human urban networks. 
Together, they capture the different forces that hold a city together 
and make it grow.

THE MECHANISMS OF GROWTH

From the early beginnings of sociology, scientists have observed how 
human relations change as a city grows. Social networks become 
more diverse, and labor begins to specialize. In recent times, Richard 
Florida, professor of urban studies at the University of Toronto, has 
received a lot of attention with his claim that high-tech workers, art-
ists, and gay men foster a higher level of economic activity. Accord-
ing to Florida’s hypothesis, these pioneers attract creative people 
along with businesses and capital.8 It has always been very diffi cult 
to test such claims because sociologists could do little more than ask 
questions and count people. Hence, competing opinions exist among 
urban sociologists, not all of whom agree on the relative importance 
of this “creative class.” Some argue that it is the presence of a large 
labor force in cities that enables specialization, and hence drives urban 
growth. Or perhaps it is the wealth of possibilities for consuming and 
for spending money in general. The micromechanisms that make a 
city grow are fi ercely debated in the absence of empirical data capable 
of resolving the issue.

It has only recently become possible to monitor social interactions 
on a large scale. A great deal of sociological data is now becoming 
available because of the traces that human interaction tends to leave 
in modern communication systems. For the fi rst time, it has become 
possible to monitor the behavior of many different people at once. 
Luís Bettencourt has been able to draw on mobile phone data from 
Kigali in Rwanda. “The data allow us to follow each individual in the 
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region,” he explains. “You can track, for example, a person who lives 
in a rural place with a lot of contacts in his close neighborhood. At 
some point, this person decides to migrate to the city. The pattern of 
contacts then changes. You can monitor how his network in the city 
develops at the expense of contacts with his native village. From the 
data, you can see that people with a rich network succeed in a city. 
Less connected people tend not to make it and return to their villages. 
We are currently analyzing these data to deduce how social interac-
tions and social integration may spur urban growth.”

Comparison of cities that stand out for either good or bad reasons 
provide further clues about urban growth mechanisms. The law of 
accelerated productivity holds for many cities. “But there are some 
that systematically underperform or overperform for their size,” Bet-
tencourt says. “The outliers often remain so for a very long period. 
I call it the ‘local fl avor’ of the city. For example, cities in south Texas 
and inland California have done worse than others of their size for 
decades. By contrast, San Jose (Silicon Valley) and San Francisco have 
done very well from as far back as our income data go. They fl our-
ished 50 years ago, long before microelectronics or the dot-com boom. 
San Jose has doubled in size over the past half century, but it has 
maintained and even amplifi ed its characteristics. Around 50 years 
ago, there was already an electronic industry south of San Francisco. 
It gradually developed into software. The seeds of growth that were 
sown long ago still make cities fl ourish. The opposite is also true. 
When there is nothing, there is no attraction; in fact, people tend to 
leave. So cities have a long memory. There is something persistent in 
the attractiveness of cities, something much more general than a cre-
ative class of Web designers. We are currently analyzing differences 
in employment among those cities, and this might give more insight 
into the mechanisms of growth.”9

These processes are entirely familiar to any sociologist who has 
studied urbanization. We have now entered a period, however, in 
which we no longer need to rely on survey data and a few obser-
vations. The clustering of people can be observed today from mas-
sive bodies of data, and processes can be modeled in a computer. This 
kind of research could offer more clues regarding the forces under-
lying the law of accelerated productivity. Clues are offered by the 
fast-moving social dynamics expressed by mobile phone data and by 
the extended historical development of a particular local strength. 
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As more  statistical data emerge, we will gain a clearer insight into the 
human interactions that make a city tick.

THE FUTURE OF MEGACITIES

The laws of economies of scale and of accelerated productivity also 
help us understand how a city grows—an extremely important fac-
tor when considering the questions we raised at the beginning of 
this chapter regarding the future of our cities. The two laws actu-
ally represent contradictory forces. The law of accelerated produc-
tivity makes it attractive to move to a city. As an individual, you 
earn more; as a company, you can achieve higher output. Growth 
attracts growth. Wealth, creativity, innovation, and other fruits of 
human interaction generate positive feedback that attracts people 
at an ever-increasing rate. The bigger the city, the more attractive it 
is—an idea borne out in our own time when worldwide urbaniza-
tion is proceeding at an incredible pace. The law of economies of 
scale, on the other hand, restrains this growth. A bigger city has less 
infrastructure per inhabitant. That may be an advantage if every-
one economizes on its use, like larger animals living a slower life, 
but the steadily increasing pace dictated by the law of accelerated 
productivity exerts growing pressure on the physical infrastructure 
of cities. As a city grows, it becomes impossible to widen its arter-
ies without cutting deeply into the urban tissue. Far from slowing 
down, more and more people fi nd themselves battling for their place 
in increasingly overcrowded streets and public transport lines.

Viewed in this light, it is amazing that a city manages to hold itself 
together and keep growing. It’s easier to make new arrangements in 
a small town than it is in a big one, making it logical to quit the city 
if there is nothing there to bind you. Yet the attraction of accelerated 
productivity is evidently so high that people take for granted the con-
stantly congested and overloaded arteries. A compromise is the sub-
urbs: People can live at night at relatively low densities and during 
the day benefi t from the concentration provided by the city. Yet this 
further stresses the transportation systems. It is the attraction of the 
human fabric, then, that binds the city together. In the long run, this is 
not sustainable. How much faster can it become? In certain cities, the 
pace of life and the pressure on the infrastructure are already close to 
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unbearable. Workers have to adjust to this fast rhythm. Japanese has 
a special word for someone who works himself to death (kar shi). We 
resort to personal coaches and yoga masters to help us get through 
urban life. Will cities grow themselves into a coronary? There is, after 
all, an upper limit on how fast pedestrians can run. The point will be 
reached at which the urban organism outpaces the human. At what 
point does the repulsion exerted by an overcrowded space become so 
strong that it causes a city to collapse?

That brings us to the central question of this chapter: How can we 
keep our cities habitable? “Cities avoid a crisis by reinventing them-
selves,” Luís Bettencourt thinks. “They change the way they oper-
ate. Innovations are not only used to make new products but also to 
change the urban infrastructure and the way people live and work.” 
The largest cities were the fi rst to build underground railway lines 
and expressways, and labor patterns changed to adapt to the pres-
sure of the urban environment. “Cities need innovation to overcome 
the constraints of the urban fabric,” Bettencourt confi rms, citing New 
York as an example. “Over the last 200 years, the population almost 
always kept growing but not at a constant rate. Growth surged on the 
arrival of immigration, the textile industry, and other manufactur-
ing in the early twentieth century and on mass media and the dot-
com activity in the ‘90s. When growth was too fast for the internal 
dynamics of the city, you always saw a change. The city couldn’t have 
sustained its industry without technology to clean the smoke from its 
chimneys or reduce overcrowding. When crime exploded because of 
the advent of so many new inhabitants in the 1970s, new approaches 
to law enforcement eventually reduced the nuisance to an acceptable 
level. So innovation keeps the city together and keeps it changing and 
growing. And there is a pattern in those innovations. To sustain its 
growth, the city should have an ever-increasing pace of innovation. 
The larger the population, the shorter the time to the next crisis and 
the next innovation to overcome it. People in New York and other 
large cities today will experience several major changes in their life-
time.”

Bettencourt saw this pattern in the historical data from New York. 
But he also deduced it from the mathematics of the city’s attractive 
and repulsive forces. “It’s an unstable dynamics. You’re on a treadmill 
and have to make one change after another to hold the city together. 
Constant action is needed to ensure that the good things about a city 
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keep dominating the bad things. Otherwise, you will face a collapse,” 
something that has already happened with cities like Buffalo, Pitts-
burgh, and Cleveland, which have shrunk since 1960. They failed to 
discover the next innovation cycle, allowing negative feedback to take 
hold and to repel people from the city.

Is there nothing we can do to turn the largest cities away from 
their accelerating pattern of growth? “We are only beginning to 
understand the mechanisms behind this growth,” Bettencourt admits. 
“Much more theory and modeling and many more data are neces-
sary. But it ultimately comes down to the question of whether we 
can stop the acceleration of the pace of growth. We will continue to 
innovate: That’s part of being human. Stopping innovation would be 
against our nature. But it is the relentless acceleration that has to 
stop. Maybe one day, when technology makes possible concentra-
tion without congestion. Maybe even physical proximity is no longer 
necessary to sustain accelerated productivity. We will look back at 
the beginning of the twenty-fi rst century as the golden age of cities, 
tinged by some of the greatest challenges our species has ever faced 
and at the same time marked by some of its greatest achievements.”

TOWARD SUSTAINABLE CITIES

A lot of computer simulation and data crunching is going on to better 
understand the human fabric of cities. The high pace of innovation 
clearly doesn’t resemble anything in the animal kingdom. If cities 
were like living organisms, they would have been abandoned already. 
The organic growth of their physical infrastructure might resemble 
the patterns we see in nature, but the human interaction does not. The 
fi ndings of Luís Bettencourt and his coworkers remind us of the many 
networks we have encountered throughout this book. The solutions 
identifi ed in those other cases could, therefore, be helpful in contem-
plating the future of our cities, too. Communication networks display 
certain similarities with the human fabric of cities, as the exchange of 
information is what determines the law of accelerated productivity. 
These communication networks form what urban sociologist Manuel 
Castells calls the “space of fl ows,” the information exchange used in 
the real-time, long-distance coordination of the economy.10 Picture 
the city as a node in the global Internet. Rather than the humming 



Prospects of Cities  229

computers in a data center, there are individual people who exchange 
ideas, thoughts, and knowledge. There are striking similarities with 
the Internet hubs that collect, process, and alter data fl ows. The size 
distribution of hubs in the Internet follows a scaling law much like 
that for cities. There are many parallels between urban expansion 
and the evolution of communication networks. We saw in chapter 3.2 
how Internet hubs—like our cities—are growing extremely rapidly. 
The processing of information at these hubs is increasing faster than 
the number of Internet access points, just as productivity in cities 
grows more rapidly than the number of people in them.

It is interesting to see how computers cope with the increasing 
pace of communication. The traditional solution in microelectronics 
has been to increase processors’ clock speeds and become more com-
pact to reduce interaction times. That’s just like cities that tick faster 
as they become larger. Microchips also have made improved use of 
the third dimension, again just like cities. As we saw in chapter 3.1, 
this development in microelectronics stalled around the turn of the 
millennium when the pace had become so high that it caused chips 
to overheat. The physical limits of the material had been reached. We 
are likewise reaching the physical boundaries of the human capacity 
to function in cities. It will be hard to walk much faster than people in 
Tokyo do already. Processors could still increase their speed by using 
multiple operational cores working in parallel. That would be like 
 cities with multiple centers or like neighboring cities that are closely 
integrated and distribute work between them. In microelectronics, it 
generally doesn’t pay to have more than eight parallel cores because 
the accelerated complexity of interactions tends to nullify the gains.

Hence, there are limits to what you can do at the largest Inter-
net hubs, where further growth is becoming increasingly diffi cult. 
One consequence is that smaller hubs are gaining in importance. The 
strongest growth is no longer in the data centers of Tokyo, London, or 
New York but at the second tier of hubs, which are establishing direct 
mutual links that avoid the biggest hubs. After all, these data centers 
have all the necessary expertise and facilities, and additional commu-
nication lines are easy to obtain. Only computer services where every 
millisecond of interaction time counts will continue to use the biggest 
hubs. This development is why network links within the Internet have 
been growing denser since around 200111 to bypass the largest hubs.12

In a similar manner, we might expect the largest cities to specialize 
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in highly interactive tasks, which is precisely what urban geogra-
phers like Saskia Sassen have observed.13 Some of these “megacities” 
have been respecializing in businesses that need the proximity of a 
high-paced, well-connected urban agglomeration. Sassen focuses in 
particular on high fi nance, with other activities increasingly looking 
elsewhere—something that will ultimately limit the growth of the 
largest cities. What’s more, reliance on a few high-paced sectors makes 
megacities vulnerable. It remains to be seen, for instance, how they 
will come through the banking crisis that began in 2008.

AVOIDING COLLAPSE

The development of computer centers in the 1980s witnessed a more 
extreme outcome. As computers grew increasingly powerful during 
the preceding decade, they moved into centralized computer centers. 
These allowed expertise and expensive resources to be shared among 
several users, outweighing the inconvenience of remote access and 
the complicated scheduling of computational tasks. This is once again 
reminiscent of cities, where accelerated productivity makes us tol-
erate the nuisance of having everything cramped together. The pat-
tern came to an abrupt end with the advent of the personal computer 
and cheap networking, which sparked the sudden collapse of these 
computer centers. One after another was dismantled, leaving their 
climate-controlled rooms as bereft as downtown Detroit. It’s entirely 
possible that large cities will similarly fragment into smaller PC-like 
communities with strong mutual connections.

Twenty years have passed since the advent of the PC—an eter-
nity in computing history. Scientists are now working hard to make 
over the biggest Internet hubs in the way we described in chapter 3.2. 
Electronics there could be replaced by devices that directly manipu-
late the light pulses carried by the fi ber-optic cables that form the 
spokes of the Internet. This has the potential to speed up interaction 
and reduce the amount of heat that is generated. The corresponding 
development in cities would be to enhance people’s ability to inter-
act without the problems this currently entails—not by somehow 
magically altering human nature but by boosting our performance. 
It could be done, for instance, by providing tools to take over some of 
the work. The routine part of human interactions could be left to the 
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machines, freeing us from all sorts of administrative tasks and placing 
greater emphasis on our capacity and creativity.

This wouldn’t reduce the need to see each other. On the contrary, 
personal interaction needs to be intense and close at hand. For the 
time being, that still requires us to live in close proximity with one 
another. In the future, by contrast, broadband communication facili-
ties could enable us to socialize virtually with other humans in real 
time and at real size, allowing us to “surround” ourselves with other 
people even though they might be physically located far away.

New communication capabilities simultaneously increase the 
complexity of projects and the pace at which they can be undertaken, 
which probably explains why the age of urban growth has coincided 
with the rise of the information age. The computer network metaphor 
offers an impression of how our cities might evolve toward greater 
stability and less explosive growth but also toward collapse. The net-
work approach clearly has something to teach us about the future of 
cities, which is why it is already being intensively pursued.14



A hurricane striking the Chinese coast is ten times as lethal as one 
hitting the United States.1 The number of U.S. victims is limited 
because of better precautions, warning systems, and evacuation meth-
ods. More effective observation and communication can save lives. 
A century ago, hurricanes killed around 7,000 Americans every year, 
whereas nowadays there are only very few hurricanes of the lethality 
of Katrina.

That progress has yet to reach every corner of Earth, says Guus 
Berkhout regretfully. This Dutch geophysicist has immersed him-
self in the mechanisms of disasters and disaster prevention since 
the beginning of his scientifi c career—fi rst as professor of seismic 
imaging and later as professor of innovation at Delft University of 
Technology in the Netherlands. We talked to him at the university 
campus that lies 3 meters below sea level. At his laboratory, Berkhout 
analyzes the early warning systems and contingency plans that will 
be needed to protect both his lab and his compatriots. “We can’t stop 
earthquakes, volcanic eruptions, hurricanes, or tidal waves from hap-
pening,” he stresses. “And we may never be able to predict hurricanes 
or earthquakes with suffi cient accuracy. Nor can we hope to prevent 
people from living in dangerous places. They are simply too attrac-
tive.”

Human beings indeed seem addicted to living on the edge of 
 catastrophe. The World Bank has calculated that a fi fth of all countries 
are under permanent threat of natural disaster, with some 3.4 billion 
people—roughly half the world’s population—at heightened risk of 
being killed by one.2 Yet unsafe regions are often exceptionally popu-
lar places to live and work, one reason being that fl oodplains and the 
slopes of volcanoes are highly fertile. The climate is milder along the 
coast, the soil better, and transport more effi cient than farther inland. 
Even the likelihood of earthquakes isn’t enough to persuade people to 
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live elsewhere, as witnessed by some of the most densely populated 
areas of California and Japan. Current migration trends—moving to 
where the action is—suggest that the proportion of people living in 
unsafe areas will only increase. The immediate benefi ts of living in a 
particular place often seem to outweigh the vague likelihood of some 
future disaster. This is why so many people are apparently willing to 
put themselves in harm’s way.

WE SAW IT COMING

“The main things we can do are early detection and mitigation of 
the effects so that people have a greater chance of escaping with their 
lives,” Guus Berkhout thinks. “I envisage a global system of smart 
sensors and responders; you need to know precisely what’s going 
on—from space, on the earth’s surface, and beneath it. All that data 
then have to be combined and acted on.”

The necessary technology already exists. Berkhout mentions the 
rapid detection that is routinely carried out on behalf of the Compre-
hensive Nuclear Test Ban Treaty Organization (CNTBTO) in Vienna. 
The CNTBTO manages a global network of ultrasonic measuring 
equipment designed to detect nuclear tests. The system is so sensi-
tive that it also registers when fi shermen use dynamite to boost their 
catch or when part of an iceberg breaks off. Monitors instantly picked 
up the earthquake that unleashed the tsunami on December 26, 2004. 
But the organization was only mandated to monitor for nuclear tests 
and was therefore unable to warn Indonesia, Sri Lanka, or India of the 
tidal waves that subsequently drowned 230,000 people.3

The activity of the CNTBTO monitoring system has since been 
broadened so that in the future it will be able to issue tsunami warn-
ings, too. But that’s only the beginning, Guus Berkhout believes. “We 
should extend the technology to pick up signals of other imminent 
catastrophes as well.” He points to the example of Japan, where a 
system has been set up that exploits the fact that tremors take time 
to travel through Earth’s crust. Provided you’re not at the epicenter, 
you have a few seconds to get out of a building. When an earthquake 
struck the Japanese city of Sendai in 2005, the 16-second warning was 
enough to successfully evacuate a school.4 All this naturally requires a 
considerable amount of discipline plus incredibly fast communication. 
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Satellites could help provide early warnings by observing the electri-
cal phenomena that immediately precede an earthquake. That would 
give people a few additional seconds.

Berkhout continues: “Nowadays, we increasingly combine mon-
itoring data with scientifi c models to predict the near future. That 
capability gives us more time to take emergency measures prior to 
‘time zero.’ Actually, scientists more and more realize that the ulti-
mate test of their models is not fi tting past measurements—I call 

The deadliest disasters continue to occur in the poorest parts of the world. 
Wealth and disaster preparedness go hand in hand. Our challenge is to install 
reliable global disaster-warning systems and to help local communities improve 
their own safety. Source: The international disaster database (2009), http://
vermeer.net/disaster

http://vermeer.net/disaster
http://vermeer.net/disaster
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that history matching—but predicting future events. A topical and 
relevant example is climate change. The prediction power of today’s 
climate models is yet insuffi cient, causing continuous updating of the 
prediction results in the history matching phase. This problem plays 
an important role in the scientifi c debate about climate change.”

ORGANIZATIONAL INERTIA

The deployment of more sensors and better models would  undoubtedly 
help fi ll in the gaps in our intelligence. Berkhout argues, however, 
transforming all available information into actions is even more 
important. “Rapid response isn’t only a question of early warning 
by improved prediction. When it comes to action, information tends 
to get fragmented in the process. It’s split between different regions 
and organizations. It’s diffi cult to exchange information because of 
incompatibility between the different infrastructures. And there’s 
never a proper agreement about who bears overall responsibility in 
the event of a disaster. Even if you could collate all the information, 
there would still be problems communicating your decisions down 
the chain of command in time. The decision-making hierarchy as it 
stands is not only too slow; it’s also too vulnerable. Because of its lin-
earity, the failure of one part jeopardizes the total chain. The robust-
ness of linear chains is notoriously poor.”

That much was painfully obvious in the aftermath of the 2004 
tsunami. A Thai meteorologist who had access to up-to-date infor-
mation about the earthquake decided not to sound the alarm because 
he didn’t believe the signals were suffi ciently clear-cut. A top-down, 
linear system can thus fail due to a single decision. Decision-making 
processes are therefore crucial, also in the case of the CNTBTO. That’s 
also true for the coordination of relief actions. Despite having plenty 
of warning, disaster relief in New Orleans was chaotic because the 
hierarchical command structure prevented the right decisions from 
being taken. “You could see the whole thing grinding to a halt,” Berk-
hout says. “It simply doesn’t help to have people obediently execut-
ing whatever prior instructions they happen to have been given.”

Recent studies show that a storm surge in the Netherlands could 
create many thousands of victims due to organizational inertia.5 The 
Netherlands is a low-lying country that has defi ned itself since the 
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Middle Ages through its constant struggle with the sea. It now real-
izes that it risks losing that battle because of the ever-increasing com-
plexity of a society in which decisions and evacuations take too much 
time to execute. Guus Berkhout’s own lab is located in the danger 
zone.

SELF-ORGANIZATION

“Current contingency plans still feature a linear and laborious pro-
cess that follows strict protocols,” Berkhout continues. “The people 
involved don’t have all the information they need to improvise a 
decision in response to something unforeseen. In New Orleans, for 
instance, someone in the chain of command decided to empty a super-
market that was going to be submerged so that the supplies could be 
taken to a reception center. A useful idea, but should it have been the 
priority? You also suddenly had a situation where soldiers who were 
supposed to be fi lling sandbags were switched to other duties, such 
as fi shing animals out of the water. Once again, a useful thing to do, 
but no one knew whether it was the most pressing task at that given 
moment.”

Hierarchical networks only work when there are few surprises and 
few failures.6 But surprises and failure are precisely what happens 
during a catastrophe. “Hierarchical orders by centralized command 
inevitably arrive too late—or not at all—when it comes to disaster 
relief,” Berkhout explains. Redundant information links are there-
fore essential to compensate for the lost information. The optimum 
organizational structure is not mechanistic: Similar to innovation,7 a 
decentralized, organic network is the most robust when it comes to 
coping with unexpected events and missing data. “You have to make 
sure that ordinary people can make decisions themselves when a cri-
sis breaks out. Crisis management ought to be largely self-organizing 
and fl exible. The chain of command should only concern itself with 
resource management and strategic decisions. In other words, it is a 
balance of ‘situation awareness’ at the site and ‘total overview’ at the 
command center. That implies a major change in the kind of tools and 
organization you need, not to mention a huge cultural shift.”

Modern information and communication technology, Guus Berk-
hout believes, accelerates the cultural shift toward a high degree of 



Disaster Scenarios  237

self-organization. Experiments are already being carried out with 
displays in police cars showing where fellow offi cers are located. It 
resembles online social networks like Facebook, Twitter, and LinkedIn 
and allows users to fi nd people in their neighborhood. The control 
room no longer has to decide who’s closest to an incident; the patrols 
can do it themselves with the assistance of their onboard computer. 
Likewise, when disaster threatens, people can make their own way to 
an evacuation center, provided they have suffi cient information. “We 
need less money and people for that, and it is much faster,” Berkhout 
says. “Self-organizing collaboration techniques are suffi ciently devel-
oped now for us to put them into practice. That would be a real break-
through in terms of safety. It’s urgently needed, too, because society 
is constructing more complexity all the time. That means increased 
inertia unless more people have access to information and can decide 
about their own emergency relief.”

LET EVERYBODY KNOW

Leaving the detail of evacuation to the people themselves obviously 
has its potential dangers. All sorts of unexpected and powerful inter-
actions might develop. People might begin to run after each other as 
lemmings. As in any other complex dynamical system, the situation 
could theoretically become unstable and even chaotic. “That wouldn’t 
happen as long as macrodecisions are still being made at the strate-
gic level,” Guus Berkhout says fi rmly. “What’s more, local decisions 
don’t all have to be rational, provided that the majority of them are. 
Intensive contact will make sure that everyone falls into step. It’s the 
same kind of adjustment you see on an expressway, where everyone 
decides how they’re going to drive. Despite the high speeds, cars can 
travel safely by constantly making minor adjustments relative to one 
another. It’s a phenomenon called intelligent swarming.”

Surely, swarms could also take a wrong turn. Shouldn’t we be 
afraid of the way the media might whip people up in the face of immi-
nent disaster, causing everyone to rush off in the same direction like 
lemmings? Not according to Berkhout: “The media only behave that 
way when there isn’t enough real information available. If lemmings 
knew where they were headed, they wouldn’t jump into an abyss. 
If everyone has access to the same information, there’s no room left 
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for speculation. Journalists would no longer have to base their reports 
on the statements of a harassed spokesperson. People could see for 
themselves what the estimated casualty fi gures were based on. We’re 
already seeing with blog culture how people are starting to act as 
their own journalists. We’re beginning to understand that you have 
to involve the media and the public in crisis management. They’re 
part of the information chain.”

Berkhout emphasizes: “All these important aspects are now being 
investigated with the fi eld of serious gaming. We are entering the 
petafl op era in digital computing, enabling us to simulate all kinds 
of disasters in a very realistic manner. Next, it allows us to evaluate 
how the alternative decision-making processes work out in the differ-
ent scenarios. This is the way we should prepare ourselves for future 
disasters.”

Disasters will still be with us 20 years from now; that much is cer-
tain. But we can mitigate their consequences so that catastrophes have 
fewer victims, according to Guus Berkhout. “Better scientifi c models, 
better prediction technology, and a fundamentally different kind of 
organization, all three will be needed if we want to limit  casualties 
and damage. It is a moral obligation for all to make that available with 
high priority.”



As we were drafting our fi rst version of this chapter, the world was 
abruptly seized by the worst economic crisis since the 1930s. Hav-
ing just written about the impact that instability, the bonus culture, 
and the bursting of fi nancial bubbles might have on our collective 
future, it was disconcerting to see those ideas leap from the page 
and run amok in the global economy. Rather than tempt fate any 
further, we put our text on hold and went back to Jean-Philippe 
Bouchaud, the fi nancial expert with whom we had discussed the 
potential for precisely this kind of ominous development a few 
months earlier.

Bouchaud knows just how fast money can move. He has set 
up his computer systems in three separate continents, as close to 
the major fi nancial centers as possible, because communication 
between the continents can lag by a few milliseconds—a costly 
delay he simply can’t afford. “The speed of hot money is close to 
the speed of light,” he jokes. “It’s relativistic fi nance.” As a physi-
cist, Bouchaud is well aware of the constraints that the theory of 
relativity imposes on our actions. But that’s not the only inspira-
tion he has drawn from the laws of nature. Bouchaud’s focus is 
on the most refi ned physics, which uses the behavior of individual 
atoms to explain how collective phenomena such as electrical con-
ductivity and magnetism arise. Nowadays, he’s professor at the 
prestigious École Polytechnique in Paris, but he has been apply-
ing his knowledge of collective phenomena to fi nancial market 
prices for many years now. Together with Jean-Pierre Aguilar and 
Marc Potters, Bouchaud is the cofounder of Capital Fund Manage-
ment, which rapidly grew into France’s largest and most successful 
hedge fund. What makes the fund so successful is, perhaps, that 
Bouchaud’s ideas differ fundamentally from the standard approach 
that economists have developed over the years.

5.5

RELIABLE FINANCE
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THE END OF ECONOMICS AS WE KNOW IT

A huge amount of research was carried out in the 1950s and 1960s 
to identify patterns in fi nancial markets. This gave rise to the “quan-
titative” economic theories that banks and fi nancial institutions now 
use routinely. The associated mathematical models enable traders to 
analyze the markets and computers to trade automatically. Yet the 
success of these economic theories has so far proved disappointing, 
Jean-Philippe Bouchaud notes. “What has economics achieved? Time 
and again, economists have been unable to predict or avert crises, 
including the 2007–2008 worldwide credit crunch.” Model makers 
were shocked in 2007 when the fi nancial markets began to display 
behavior that, according to economic orthodoxy, should have occurred 
less than once in a billion years.1 Prices moved in precisely the oppo-
site direction from what the theory predicted. Investors who believed 
they had hedged their risks watched their assets evaporate. Computer 
programs that used economic theories to trade automatically were 
suddenly worthless. A snowball effect turned into an out-and-out 
avalanche, rapidly driving down prices. This is behavior characteristic 
of an unstable system that has moved far out of kilter, crossing a criti-
cal threshold and then basically running out of control.

Standard theory assumes that economic agents make effective use 
of all the available information. Experts are thought to know what 
a business is worth and hence also what a share of it should cost. In 
theory, the price is always rational: The value of a business rises and 
falls as news about it is assimilated. Market trading is triggered until 
prices are brought back into balance. The entire modern economy is 
based on this theoretical equilibrium. Scottish economist Adam Smith 
claimed as early as 1776 that there was “an invisible hand” balancing 
supply and demand with prices invariably refl ecting true values.2 That 
makes sense: Why would investors pay more for a business than it is 
actually worth and risk losing their capital? “If the 2008 crisis tells us 
anything,” Bouchaud retorts, “it is that a lot of agents acted irratio-
nally. It’s wrong to say that people make decisions in isolation based 
on their own judgement and their own rationality. In hindsight, the 
idea of a free market’s omniscience and perfect effi cacy looks more 
like anticommunist propaganda than credible science. In many cases, 
it isn’t government regulation that drives a market out of equilibrium 
as the proponents of the free market would have us believe. More 
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often than not, it’s the traders themselves. People mimic each other; 
they get scared or overconfi dent. Traders are absolutely not a well-
informed body of professionals who, between them, bring about the 
right balance.” This reminds us of the thoughts presented by Susan 
Greenfi eld (chapter 5.2). Probably, most of the traders have a lot of 
knowledge but an insuffi cient understanding of the relevant issues. 
Like most gamers, they can react quickly on events and observations 
without having much interest in the context.

Bouchaud believes we need a new economic theory—one that takes 
account of market imbalances—if we want to properly understand the 
mechanisms that underlie trading. “We need a theory that can model 

The pattern of fi nancial trading displays a similar structure whatever timescale 
we choose. Research shows that very little correlation exists between trading 
and business news. Traders seemingly have a mechanism of their own. The 
challenge facing us is to deter the kind of herd behavior that triggers fi nancial 
market bubbles and crashes. Source: Jean-Philippe Bouchaud (2008). Personal 
communication.
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the irrationality of traders and consumers—a theory that includes 
essential elements of how Homo economicus behaves. We don’t have 
a theory like that which is surprising because it seems so obvious that 
there are processes driving prices out of equilibrium.”3, 4

MARKETS DRIVEN BY FEAR AND GREED

One of the most urgent things we need to do, Jean-Philippe Bouchaud 
thinks, is to incorporate herding behavior into the models. “We learn 
by imitation, which is probably a good survival strategy. But mimicry 
has its dangerous side, too. It can give rise to collective phenomena 
that are diffi cult to control. I’ve studied simple situations of mim-
icry, like applause. People in a concert hall are sensitive to other 
people applauding. You might expect applause to die out smoothly. 
But because people are listening to what everyone else is doing, it 
actually stops abruptly. Nobody wants to be the last person applaud-
ing. Mimicry can cause sudden changes. If the people in the audience 
couldn’t hear one another, their applause would fade away gradually.” 
Another example of herding behavior is addressed in the chapter on 
disaster issues (chapter 5.4). Running away when others do is proba-
bly a correct survival approach, but it can also cause mass movements 
going out of control for the wrong reasons.

It’s not hard to apply these ideas to fi nancial markets. Suppose 
traders don’t have fi rm market insights of their own but are infl u-
enced at least in part by the opinions around them. It’s not an unrea-
sonable assumption, given the complexity of these markets. Traders 
would therefore tend to be optimistic when others are, too, encourag-
ing collective behavior reminiscent of a surge in applause and ulti-
mately causing the market to boom. That’s precisely what happened 
in the years leading up to the 2007–2008 credit crisis, when collec-
tive euphoria dampened people’s sensitivity to several negative por-
tents that could be discerned in the markets. By contrast, the reversal 
of the upward trend came abruptly as high expectations turned out 
to be unsustainable and the new, grim prognoses cascaded through 
the minds of traders. The applause came to a sudden stop. Per Bak, a 
pioneer in the science of nonlinear dynamical systems, has explored 
this process of mimicry quantitatively. He has found that a simple 
model based on human imitation captures the odd patterns described 
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by stock market prices—a phenomenon that has puzzled economists 
for decades.5

THE PROBLEM WITH PRICE FLUCTUATIONS

Financial market prices jump around for no obvious reason—something 
economists refer to as volatility. “The level of market activity is much 
greater than you would expect in a rational setting,” Jean-Philippe 
Bouchaud explains. “Individual stocks typically vary by 2 percent a day. 
But how can the value of a company change so much, so frequently, 
even on days when there is no news affecting it? Stock prices even fl uc-
tuate sharply from second to second—movements that are much faster 
and more frequent than any news that might be feeding through. So 
there’s no one-to-one relationship between price movements and news 
about the companies in question,” Bouchaud says fi rmly. And he also 
proved that quantitatively.6

That’s not the only problem caused by price movements. Crashes 
occur much more frequently than they should according to standard 
economic theory. No one appears to have taken seriously the actual 
numbers associated with past crashes.7 The statistics of fi nancial 
market fl uctuations do not resemble random movements around an 
equilibrium point. They are more reminiscent of the patterns associ-
ated with those archetypal examples of instability—earthquakes and 
avalanches. It is a power law of the kind we encounter throughout 
this book, which in turn signifi es a process in which tensions build 
up before suddenly being released. In processes of that kind, major 
fl uctuations are far more frequent than equilibriums.

Per Bak’s calculations suggest that these fl uctuations can be read-
ily explained in terms of herd behavior. That same behavior shows 
why trading continues even if there is no news on which to base it. 
Bak’s herd model may be grossly oversimplifi ed, but it illustrates that 
certain simple assumptions are suffi cient to understand phenomena 
that standard economics cannot explain. To make the models more 
realistic, other irrational factors should also be included, such as the 
rewards that encourage traders to take risks. Bouchaud argues that 
the tendency to gamble is an inherent human trait. “Traders are given 
incentives to gamble and to take risks. The worst that can happen is 
that they lose their job, while the best outcome is that they receive a 
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life-changing bonus. This asymmetry in rewards encourages people 
to take risks that are beyond anyone’s control. The positive feedback 
it induces severely disrupted the markets in the 2008 crisis.”

The science of nonlinear dynamics has therefore inspired new 
models that capture certain important and poorly understood aspects 
of the markets. “But the picture is still patchy,” Bouchaud warns. 
“This is research on the fringe of economics: We’re still outsiders. 
I receive more invitations to give talks these days, but these ideas 
haven’t percolated into mainstream economics. There are no text-
books, and it isn’t taught at the university. That means the old beliefs 
are still being perpetuated.”

MAKE MARKETS MORE TRANSPARENT

The fact that stock market movements match the statistics of non-
equilibrium processes so neatly is an undoubted success for the 
econophysicists. It is hardly reassuring, however, to think that the 
violent swings and the bubbles and crashes that accompany them are 
an innate characteristic of our fi nancial markets. The only hope is 
that deeper insight into the underlying processes might furnish us 
with tools capable of dampening these fl uctuations and preventing 
the next crisis. One of the fi rst things regulators should do, Jean-
Philippe Bouchaud thinks, is to make the markets more transparent. 
“Without data, you can’t hope to understand the markets. But mak-
ing markets more transparent is very diffi cult, as the banks strongly 
oppose it. They have an advantage in the marketplace when they’re 
able to conceal something. It’s like when you sell a car; you don’t 
necessarily want the buyer to know about every little defect. But effi -
cient markets require information to be known to everybody. Other-
wise, the buyer will never pay a price for the car that refl ects its true 
condition.”

Making markets transparent is also diffi cult because fi nancial net-
works are constantly evolving. “Financial institutions innovate like 
any other industry,” Bouchaud says. “New products are often not 
understood that well at fi rst, which creates new risks that are barely 
regulated. That’s amazing. For food and pharmaceuticals, there are 
regulatory bodies that require you to assess the risks before you’re 
allowed to bring new products to market and rightly so because they 
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may endanger large parts of the population. As we have just seen, 
however, a fi nancial crisis can hit ordinary people very hard, too. We 
really ought to regulate new fi nancial products as well and require 
that all the market data are made public.” Once you have the infor-
mation, you can use computers to analyze it and test fi nancial models. 
“The computer can analyze lots of data instantaneously. If you detect 
precursors of instability, you can then counteract them immediately. 
Feedback loops are much faster with computers than with human 
decision making. They enable swift action to be taken, which may 
allow for a soft landing when things get out of control.”

A research group in Zurich is putting that idea into practice. 
International earthquake expert Didier Sornette has set up a “Finan-
cial Crisis Observatory” at the Swiss Federal Institute of Technol-
ogy (ETH), where his computers look for simple patterns signifying 
irrational herd behavior in much the same way as they previously 
detected signals of stress in Earth’s crust. Any quantity that increases 
at a faster than exponential rate is suspicious, Sornette believes. Such 
behavior suggests overconfi dence, with people following one another 
in what has become an unsustainable upward movement on the part 
of the market. Housing prices in the United States behaved in pre-
cisely this way in the run-up to the 2008 fi nancial crisis, and similar 
patterns were detected during the Internet bubble in the 1990s and 
the 2006–2008 oil price bubble. “This is the bare minimum that every 
investor should do,” Bouchaud says. “We did it with our investment 
fund when we noticed that credit default swaps at Lehman Brothers 
were growing at a dangerous pace. We pulled our money out a few 
days before the bankruptcy. It’s absolutely necessary to make these 
kinds of analyses, but you can only do it if the data are there.”

STRIPPING OUT THE IRRATIONALITY

The other requirement, Jean-Philippe Bouchaud argues, would be to 
take the human emotion out of the markets. “Informed people trade 
less because they know there really is no new information affecting 
the value of their investments beyond transaction costs. Trading in 
and out too frequently is often a sign that people haven’t done their 
math properly. Using automated trading would fl atten out unnec-
essary trading. Computers have no emotions, so automatic trading 
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would overcome the problem of overconfi dence and hubris. Comput-
ers don’t receive bonuses, they don’t make crazy decisions, and they 
don’t suddenly change their minds. They only do what they have 
to.”

Computer trading might, however, introduce other sources of risk, 
such as bugs and errors, Bouchaud cautions. “If computers use algo-
rithms that are based on incorrect economic ideas, they might inad-
vertently introduce positive feedbacks, as has happened several times 
on the fi nancial markets. So you have to be aware of their limitations. 
Properly applied, though, using computers could stabilize markets in 
the longer run. Market volatility has declined over the last 5 years 
before the crisis, which has partly been caused by automated trading 
strategies.”

Most important, however, the application of nonlinear dynam-
ics to economics might give us a better understanding of market 
mechanisms. Computer simulations and other new network science 
tools could provide a deeper insight into interactions within a trad-
ing network, which might in turn teach us novel ways of structuring 
the markets for greater stability. One possible solution might lie in 
making markets more local. That’s certainly a useful strategy when 
a dangerous illness breaks out, and it closely resembles the way eco-
systems tend to stabilize. Perhaps we need to introduce friction to the 
market in the form of taxes on fi nancial transactions. That would also 
reduce global dependencies. This is an idea that Sweden now wants 
to introduce. Or maybe there is some as yet unthought-of measure 
capable of relieving the markets. “It’s very important to develop bet-
ter models that include nonequilibrium processes,” Bouchaud stresses. 
“An accurate model—even if it’s not yet particularly sophisticated—
would give us greater insight. That would be a lot better than elab-
orate models based on the wrong assumptions. Biased models give 
you the wrong ideas about market mechanisms. A different scientifi c 
culture has to emerge. As physicists, we have grown up in a culture 
where you learn to doubt as much as you can. Economics is based on 
blind belief in a few assumptions. That has to change.”

The performance of Capital Fund Management, of which Jean-
Philippe Bouchaud is a director, illustrates the power of a more ratio-
nal and transparent approach to fi nancial trading. “In 2008, when 
most funds were losing value because of the crisis, we realized a profi t 
of 8.5 percent. That’s because we’ve always stayed away from toxic 
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fi nancial products. We only trade in fi nancial products on markets 
that are fully transparent and where all data are available. Our strat-
egy has always been to trade at a constant risk. In other words, if 
volatility—and hence, risk—increases in one market, we pull out a 
little to compensate. It’s a completely rational strategy, and one that 
clearly paid off. The only drawback was that our customers started 
panicking: When the crisis was at its height, a third of our customers 
pulled out of the fund. Not because of our performance but because 
they needed to cover losses elsewhere or out of sheer panic.”



A million people die every year as a result of war and terrorism.1

According to these statistics, armed confl ict will cost another 20 million 
lives in the coming two decades. Is there anything we can do to stop 
that from happening? The origin of war is one of the oldest questions 
of humanity. Every major religion sets rules that limit armed confl icts. 
Yet war seems to be a destructive power that is present throughout 
history. Is it within our power to prevent war and terrorism?

British meteorologist Lewis Fry Richardson was one of the fi rst 
to apply statistical analysis to warfare. Richardson was a Quaker 
whose beliefs prevented him from serving in combat, so he drove an 
ambulance during World War I instead. It was then that he fi rst began 
to collect data on the death toll attributable to armed confl ict. Rich-
ardson went on to study military confrontations from 1820 to 1945, 
ranging from minor local skirmishes to all-out world wars. As we 
might expect, he found that the deadlier the confl ict, the less frequent 
its occurrence. What was not expected, however, was his observation 
that the frequency of wars follows a similar kind of scaling law as 
earthquakes and avalanches. There are roughly fi fteen confl icts each 
century costing more than a million lives. Those with a death toll 
above 100,000 occur 100 times, those with 10,000 or more deaths 800 
times, and so on. A tenfold increase in lethality thus corresponds with 
an eightfold decline in frequency.

This came as a great surprise because it suggests that wars don’t 
occur randomly. The fi xed proportion of smaller and bigger confl icts 
shows that they are interrelated and that there is a common set of 
forces driving a dispute toward war. This is a profoundly worrying 
conclusion for historians, who customarily ascribe each new outbreak 
of violence to a set of unique contingencies. Yet this is only part of 
the story. Scaling law statistics suggest that there is something uni-
versal shared by all wars—something that may be inherent to human 

5.6

PEACE



Peace 249

 society. Sooner or later, another führer will emerge somewhere 
around the world, unleashing another war with its own timing and 
outcome. If large-scale confl icts are indeed recurring events, we need 
to start worrying about the next confl ict that will cause more than a 
million deaths. This prompts a whole series of disquieting questions. 
Why hasn’t humanity learned anything from earlier confl icts? Why 
doesn’t each war bring us any closer to lasting peace? Can we alter 
our seemingly bloody destiny? Are we really just following the laws 
of nature, which dictate that armed confl ict will inevitably follow the 
same pattern as earthquakes and avalanches?

THE WEB OF PEACE

It is indeed tempting to interpret the statistics of war in this kind of 
deterministic way. If we focus on longer periods, however, we fi nd 
that the scaling laws are by no means constant. The eighteenth cen-
tury, for example, was full of deadly confl icts, whereas the nineteenth 
was relatively peaceful.2 Changes in global politics have altered the 
nature of confl ict, and it’s also entirely logical that the scale of wars 
should vary over history. Even without any shift in human nature 
or the relative belligerence of our societies, technological advances 
strongly infl uence the outcome of diplomacy and the scale of killing. 
The advent of the railways in Europe, for instance, changed the size 
and reach of armies.3 The ability to move troops from one border to 
another in the space of a day underpinned the foundation of the Ger-
man empire in 1871. Railways also changed the structure of indus-
try and hence the complexity of society. And that’s just one example 
of a technology that brought about fundamental changes on the 
international stage. The development of communication technology 
is another; the rapid feedback it allowed fundamentally altered the 
nature of diplomacy. At the same time, burgeoning industrial growth 
has compelled nations to seek resources beyond their borders, which 
means technology can also increase international tensions. It is safe 
to say that technological evolution infl uences the way confl icts are 
triggered and how and to what extent they escalate. Given that tech-
nology continues to evolve very quickly, it is not at all clear whether 
the statistical patterns of war that Richardson uncovered will hold 
true in the future.
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Are any changes apparent in the patterns of international 
 confl ict? And could we develop technologies that encourage the 
world to become more peaceful? In the hope of answering these 
questions, we set aside the statistics and traveled to Stockholm to 
consult an expert who has profound experience with the roots of 
confl ict, international diplomacy, and how competition for oil, food, 
and water might trigger wars. Hans Blix is the former director gen-
eral of the International Atomic Energy Agency (IAEA), former 
chief of the United Nations Monitoring, Verifi cation and Inspection 
Commission that was sent to Iraq, and a doctor in international law. 
Discussing these matters with him, it became clear that many of the 
subjects explored in this book converge in any analysis of war and 
peace. Does this imply that some sort of shift is under way in the 
international order?4

“The use of force on the interstate level has decreased in recent 
decades,” Hans Blix replies. “There are fewer reasons for war. There 
is no colonialism anymore; borders are fi xed; there are almost no 
wars of conquest or of ideology. The international system has set-
tled, and nobody seems eager to change it. During the cold war, 
there was always the threat of mutually assured destruction, which 
could even happen as a result of one person’s mistake. That danger 
has faded. Of course, there might be a nuclear threat from Iran or 
North Korea, but that is unlikely to result in a global war. We have 
smaller threats now than in the time of the cold war. But they are 
more frequent.”

There is still a risk, therefore, that nuclear weapons could push 
the confl ict statistics in the wrong direction. History shows that it 
is impossible to ban nuclear weapons completely or to be absolutely 
certain of their whereabouts. But the fading threat of nuclear war 
has diminished public support for nuclear disarmament, Blix notes. 
“Social, legal, and psychological factors are important for the verifi -
cation of international security. The IAEA offers certain safeguards, 
but it is only a watchdog. It barks; it doesn’t bite. And even with the 
monitoring of the IAEA, there is never complete assurance; there is 
always a residue of uncertainty. Similarly, international law is a bar-
rier. States do not like to breach legal obligations. Libya and Iraq were 
both violating the Nuclear Non-proliferation Treaty, but they were 
brought back into line. Once again, though, that doesn’t bring total 
security.”
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Every war seems to obey a common dynamic in terms of death toll. The 
frequency of major and minor confl icts displays a fi xed pattern as shown in 
the chart, with vertically the number of wars that have at least the number of 
fatalities on the x-axis. This implies that there will be another large-scale war 
in the future. We need a clearer understanding of the underlying mechanisms 
if we want to avoid that. Source: Small, M., and Singer, J. D. (1982). Resort
to arms: International and civil wars, 1816–1980. Thousand Oaks, Calif.: Sage 
Publications.

Technology may be helpful, too, Blix continues. “It can bring more 
transparency. Satellites are a good means because they provide eyes 
all over the place and have proven to be an important tool for disar-
mament. Environmental sampling is also a good method for the veri-
fi cation of nuclear activities. For example, samples of water, leaves, 
and cloth can be analyzed for traces of nuclear material. And there 
are ways of doing geological surveys to detect the underground pres-
ence of uranium. But in the fi eld of disarmament, technology is not 
the fi nal answer. It can’t replace inspectors on the ground. They have 
a ‘feel’ on-site of what is happening and can draw conclusions from 
the attitude of recipient countries. Nations must accept the intru-
sive presence of inspectors.” In addition, chemical weapons have 
an elaborate inspection regime. “For biological weapons, the formal 
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 verifi cation options are limited,” Blix says. “There are many restric-
tions, but there are no protocols for verifi cation. In the biological fi eld, 
one has to rely so far on ethical standards rather than on inspec-
tion because services and materials developed in these industries are 
multipurpose. But chemical weapons are of marginal importance, and 
biological weapons have the drawback of contaminating oneself.”

Blix thinks it’s important to understand what drives countries 
to develop nuclear weapons. “For Iran, it is most likely security or 
 status. For North Korea, it’s probably a way to come out of its isola-
tion and force diplomats to speak to them. But there are other ways 
to do that. You should work toward integration and an increasing 
interdependence between states. That would decrease the risk of an 
international confl ict. A good example is the relationship between 
China and Japan. There were many tensions between the two. But 
both are now developing trade and economic cooperation. That’s the 
way to work toward a positive development of relations and greater 
international interdependence.”

Hans Blix believes that the decision to pursue nuclear  armament 
is a political one. “So the best way to avoid weapons of mass destruc-
tion is to make states feel they do not need them. Fostering mutual 
interdependence is therefore a hopeful approach for the future. 
Countries should be strongly encouraged toward this. It’s not nec-
essary to stop nuclear development in these countries altogether. 
You can try to shape those ambitions. Countries like Iran and North 
Korea can be encouraged to invest in nuclear power and research 
for climatic purposes. That would give them a way to use their 
nuclear experiments, testing facilities, and know-how for energy-
saving purposes instead of weapons. That way, the interdependence 
of countries increases, which stabilizes the international community. 
Of course, there is always a residue of uncertainty. As I said, there is 
never a total barrier or total security. But the advantages of embed-
ding countries in the international community are greater than the 
risks. It strengthens the existing international structure and takes 
the sting out of controversies.”

Peaceful use of nuclear energy would also be a useful way to miti-
gate the greenhouse effect, Blix points out. “It is very valuable because 
it gives a huge amount of energy without carbon dioxide emissions. 
I am more worried about global warming than I am about weapons of 
mass destruction. There is an enormous difference in scale.”
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CHANGING THE CLIMATE

Having raised the subject of nuclear energy, climate change, and the 
quest for oil and other natural resources, Hans Blix points out that 
while the number of international confl icts might have decreased, 
there is one worrying exception: “We see more confl icts about 
resources, such as oil. But these confl icts could be played out far better 
in the marketplace. If prices properly refl ected scarcity, it would foster 
technological development. There is still a lot of room for improve-
ment. We can work on better batteries that enable new modes of 
transport and save oil. We can work on superconductors, which may 
be helpful in electricity networks. We should continue to work on 
nuclear fusion, which could provide a cleaner source of electricity. 
There are so many possibilities to provide energy without oil and 
without emitting carbon dioxide. We should work on it. However, we 
must remember that the energy problem becomes bigger as popula-
tions keep on increasing.”

Blix sees nuclear power as one of the most promising possibili-
ties. “Nuclear weapons and nuclear energy are often seen as Siamese 
twins, but that is incorrect. Countries can have nuclear power without 
nuclear weapons and the other way around. Even if you have nuclear 
energy, there is still a technological barrier to building weapons. It is 
not easy to make a nuclear bomb. The vast majority of countries have 
great diffi culty in doing so. Especially enrichment plants are diffi cult 
to build and operate, but you do need enriched fuel in order to run 
a light water reactor. To generate electricity, you only need to enrich 
uranium to 5 percent. But there is a worry that if you can do that, 
you can also enrich to the some 90 percent that is needed for nuclear 
weapons. Therefore, the number of enrichment plants in the world 
should be limited. That’s not easy because there is no prohibition on 
having them. Very few countries actually have enrichment facilities 
at the moment. If there were more of them, there would be more 
nuclear material and a greater risk of the technology being used to 
make weapons. To limit the number of plants, you could build interna-
tional facilities. States could then be guaranteed a supply of fuel even 
if they didn’t have enrichment plants themselves. That’s the fuel bank 
concept. Countries would contribute nuclear fuel of various kinds and 
put it in depots to be distributed by the fuel bank.” A country can’t 
use low-enriched uranium for weapons if it doesn’t have access to an 
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enrichment plant. That means it could, in principle, be distributed to 
countries like Iran, too. But that raises certain diffi cult questions, Blix 
admits: “Should the fuel bank honor requests for fuel from countries 
that don’t comply with nonproliferation standards? We have to think 
these questions through before we can start a fuel bank.”

Another option is to use breeder reactors—a possibility we con-
sidered in chapter 2.3. “Fast breeder technology is available already,” 
Hans Blix confi rms. “It delivers eighty times more energy from ura-
nium than we otherwise get. That way, our supply would last for 
many, many centuries, so we don’t have to worry that uranium is 
a fi nite resource. The problem, however, is that a breeder reactor 
requires plutonium as an initial charge.” Plutonium is dangerous 
stuff. It’s extremely poisonous, and you can use it to produce weap-
ons. “We don’t want plutonium to spread,” Blix stresses. “But there 
are other technologies as well. You can turn to thorium, for instance. 
It can’t be enriched to make weapons, so there is no problem with 
weapon proliferation. There are also fewer problems with nuclear 
waste. And there is three times more thorium in the world than there 
is uranium.”

EQUAL CHANCES

The ever-tighter web of mutual dependence has already led to shifts 
in military confl ict statistics. Nobody expects France and Germany to 
fi ght a war with one another again; they now teach the same version 
of their history in their respective schools. The German chancellor 
has likewise been known to represent the French president when the 
latter is unable to attend an international meeting. The two countries 
have an integrated defense industry, and their electricity grids are 
increasingly intertwined, too. However, just as wars between states 
are occurring less frequently, other sources of violence are increas-
ing in prominence. “Weapons of mass destruction aren’t the most 
lethal weapons we have,” Hans Blix confi rms. “We have to realize 
that far more people die of small caliber weapons. That puts nuclear 
issues in perspective. The massacres in Rwanda were committed with 
machetes. The number of civil wars is increasing. They are fought 
because of inequality issues, rebellions, and minorities. States with 
great poverty have big problems within their borders. That’s also a 
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breeding ground for terrorism, of course. But I am not worried so 
much about large-scale attacks from terrorists. I know that the threat 
of nuclear terrorism is perceived to be high, and it is indeed real. Ter-
rorists are diffi cult to deter, and they will resort to any methods. But 
nuclear terrorism has been overhyped in the media and politics. Cre-
ating daily anxiety is attractive for the media, but I don’t think this 
is the greatest threat in the world. If a terrorist group were building 
nuclear weapons, it would probably be possible to detect that such 
activity was going on. And we can still do a lot more to prevent the 
smuggling of nuclear materials.”

Blix is more concerned about smaller-scale violence. “There you 
see more victims. Political parties should take a rational responsibil-
ity and react accordingly. The way to eradicate it is to improve social 
order so that people do not feel humiliated. It’s about decreasing 
inequality.”

“People should not feel the need to seek support for their actions 
in religion,” Hans Blix concludes. “We should work to fulfi l the basic 
necessities of humankind—the need for water, for instance. Interest-
ing progress has been made in breeding saline-tolerant plants so that 
you can use seawater for agriculture. And we should work on bet-
ter ways to preserve food. There is still a signifi cant need to work 
on infectious diseases. Even the common cold has many victims—
especially when you’re poor. And we should work toward decreasing 
population growth so that we can share the earth’s fi nite resources in 
a fairer way. That should not be done through crude force, as it was 
in China, but by the education of women and by giving them health 
and status.”
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We have some serious work to do. Far too many people lead miser-
able lives because they lack the most basic necessities to deal with 
hunger, thirst, shelter, disease, or disability. In addition, the prosper-
ity currently enjoyed by many of us may not be taken for granted 
in the future. The experts in this book have identifi ed a range of 
breakthroughs that are urgently required if we are to improve the 
fate of humanity in the decades ahead and look to the future with 
greater confi dence. There will be some hard choices, and some lines 
of research will probably need to be pursued at the expense of others. 
Industry should change and adopt new strategies. And we as a society 
should accept and foster that change. The evolution of technology, 
industry, and society is a complex process full of feedback mecha-
nisms and surprises. It’s vital that we understand the most promising 
ways to facilitate the necessary changes of direction.

THE COMPLEXITY OF TECHNOLOGY

The technologies proposed in this book aren’t straightforward; other-
wise, they would have been identifi ed much sooner. The days when you 
could produce a brilliant invention in your garden shed have largely 
gone. Anyone wishing to improve the current state of technology needs 
a solid pedigree and will need to labor long and hard with a group of 
dedicated colleagues, in many cases relying on extremely expensive 
equipment. Breakthroughs demand the stamina, laborious testing, and 
inspiration of countless scientists and engineers. Hundreds of thousands 
of design hours can go into a new microchip, car, or power-generation 
technique. Developing new technology is a complex process.

That complexity is exemplifi ed by the development of the laser. 
Einstein predicted the principle of stimulated emission on which lasers 
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are based long before World War II.1 But it was many more decades 
before working lasers were created and longer still before they were 
put to practical use. Once we had them, however, we found we could 
use them in new scientifi c instruments that opened up fresh areas 
of research. This led in turn to improvements in our understanding 
of how particular atoms emit light, allowing the development of the 
improved lasers that are now mass-produced for DVD players and 
many other applications. There was no directed effort from Einstein 
to solid-state lasers; the evolutionary path twisted and turned. A new 
scientifi c discovery creates new insights, which then clear the way 
toward the next unexpected breakthrough. Even failures contribute to 
progress. During the many attempts to create small solid-state lasers, 
it proved extremely diffi cult to give them the right optical properties. 
When the fi rst solid-state lasers failed to function properly, a com-
pletely unexpected sidetrack of research came up. The light emitted 
by these seemingly faulty devices laid the foundations for the light-
emitting diode (LED).

Progress is a form of evolution in which pure science and practical 
applications are mutually reinforcing. It is a strongly nonlinear pro-
cess that is diffi cult to direct. That’s partly why we have limited our-
selves in this book to breakthroughs with contours that are already 
visible rather than fantasizing about inventions that lie behind the 
horizon. Technological innovation has also been a process in which 
individuals have played a pivotal role, even if most of us are unfa-
miliar with their names. Dutchman Lou Ottens, for example, con-
ceived the compact disc in the full knowledge that the lasers available 
at the time weren’t capable of reading them properly. But the belief 
of people like him prompted the research that eventually made CDs 
possible. Visionaries like Ottens might not enjoy the high profi le of a 
Steve Jobs, but they are no less infl uential.

Technology development has often been driven by outside stimuli. 
There are times when the pressure intensifi es sharply, resulting in 
sudden leaps. German chemistry shifted up a gear around 1900 when 
the supply of saltpeter risked being cut off. This key ingredient of 
dynamite was primarily imported from Chile, where it was extracted 
from the thick layers of guano that accumulate on the country’s cliff 
faces. Saltpeter featured prominently in the rivalry among Germany, 
Britain, and France—Europe’s three most powerful nations at the 
time—and Germany risked losing out because of its poor sea access. 
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The stakes were high because a shortage of saltpeter could impact 
supplies of munitions. The Germans launched a major research effort 
to fi nd a way of manufacturing the necessary nitrates artifi cially. 
A process to synthesize ammonia was quickly developed, allowing for 
the production of nitrogen compounds. The process was then scaled 
up and, just before the outbreak of World War I, Germany opened the 
world’s fi rst nitrate plant. The project was crowned with three Nobel 
Prizes—one each for Fritz Haber, Wilhelm Ostwald, and Carl Bosch, 
now considered the founders of modern physical chemistry.

This kind of sudden leap in the development of technology isn’t 
made possible only by the expenditure of a considerable amount of 
money. The urgent need to solve problems also seems to unleash 
human creativity and motivate leaders to support their efforts. The 
more pressing the dilemma, the more resolutely we seek a solution 
and the wider the support that is provided. Another example occurred 
during World War II when hundreds of scientists were brought 
together in the Manhattan Project, which rapidly resulted in the 
building of the fi rst atomic bomb and the fi rst computers. The same 
confl ict brought us synthetic rubber, major advances in radar and 
aerospace technology, the mass production of penicillin, and much 
more.

Outsiders may thus promote research when there is a pressing 
need, which isn’t necessarily created by military confl ict. Industry 
sponsors new technology to achieve a comparative advantage, and 
research can also be supported by idealistic motives, such as the 
humanitarian desire to provide basic requisites like clean water, food, 
and shelter or to help us deal with the diminishing of our planet’s 
scarce resources. New developments hold out the possibility of new 
materials, safer and less wasteful production methods, and alter-
native sources of energy. We need to infl uence outside stimuli like 
these, given that they are crucial drivers of technological innova-
tion. It is important to realize that they don’t always lead to their 
goal as directly as the German empire’s need to identify an alterna-
tive to saltpeter. When the fi rst working lasers were produced in the 
1960s, they were dismissed in some quarters as a solution looking for 
a problem. And heavy investment in agricultural technology hasn’t 
always produced the desired results. The outcome of all the effort 
being expended is often far from clear; technological development is 
complex and hard to predict. Anyone wishing to bring about new 
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advances needs to be aware of this and should take advantage of new 
insights from complexity science to increase their likelihood of suc-
cess. We need to pursue more fl exible solutions so that technology 
can serve us more effectively in a fast-changing environment. And 
we must also come to grips with complexity itself.

We can increase fl exibility by making our technology more adap-
tive. A simple radio set can only pick up FM stations. But its chip can 
be designed to receive other bands, too, allowing the use of the same 
circuit for more advanced radios. Sophisticated chips with millions of 
components are generally cheaper to produce if they can be used for a 
variety of applications. It makes sense for them to be programmable, 
as was described in chapter 3.3. That way, they’re more fl exible in 
operation, manufacturers can easily confi gure them for specifi c appli-
cations, and they might even be able to adjust automatically to their 
particular use. The basic design should, at the very least, allow a much 
wider set of applications. Flexibility also implies the need to develop 
technology that requires fewer inputs and produces fewer environ-
mental emissions—technology that can operate more independently 
of its surroundings, that is more energy effi cient, more resistant to 
external disruption, and which generates less waste. Examples include 
the chips at the heart of a computer network, the sensors in a chemi-
cal plant, the switching stations in a power network, the catalysts in a 
reactor, and the electronics onboard an aircraft.

Distributed—as opposed to centralized—approaches increase fl ex-
ibility, too. New process technology may allow the construction of 
smaller chemical plants that can produce closer to the user. We may 
no longer have to hide huge and polluting plants away on isolated 
industrial estates. In the past, we saw the dismantling of large com-
puter centers in favor of the introduction of personal computers. Dis-
tributed energy generation is likewise gaining support in the area of 
electrical power networks.

Complexity-aware technology should allow us to respond faster, 
too. It is important in complex processes to keep our fi nger on the 
pulse, so we can respond quickly if things threaten to go wrong. Thus, 
it’s not just a question of the big picture and long-range forecasts but 
also of remaining alert to small changes. We need faster, low-energy 
sensors so that we can measure on a much shorter timescale and with 
much greater accuracy than is currently possible. That’s important in 
many technological fi elds: New data-processing circuitry will operate 
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at much higher speeds; new generations of microchip will require 
greater precision; and we can only track climate change properly if we 
can monitor Earth’s different systems more accurately.

Designers will also need to take into account technological fl aws. 
As we approach the physical limits of miniaturization, it is inevi-
table that the microchips and nanostructures we create will begin 
to manifest imperfections. New techniques are needed so that fault-
tolerant design can be widely applied. If faults occur in equipment, 
chips, or structures, they mustn’t be fatal. The software that controls 
it all needs to cope with imperfections. Similarly, we have to accept 
that our knowledge of a situation is imperfect. We can’t organize our 
logistics down to the last detail; we have to allow for glitches instead. 
Self-healing strategies are being pursued in telecommunications and 
power supply networks, for instance. If a link in the network is down, 
the system should be able to fi nd an alternative route to bypass the 
problem. Our bodies set a good example in that regard. A broken 
bone can heal when the pieces are kept in place for a while; a blocked 
blood vessel rarely proves fatal if the process developed gradually, 
and other vessels can generally take over the required supply.

It’s not always possible to increase fl exibility. We need to improve 
our understanding of how technology is embedded in a larger con-
text. One way to do that is to collect lots of data, which is the philoso-
phy behind the robotized experiments performed by chemists. When 
chemistry becomes too complex for outcomes to be predicted—when 
seeking a new catalyst, for instance—thousands of experiments can 
be performed with random variations in their conditions. Powerful 
computers are similarly used to perform pattern recognition among 
random samples, and Craig Venter applies much the same approach 
(chapter 4.2) to as many DNA fragments as possible.

Complex technology often requires the combination of differ-
ent insights. That certainly applies to the communication, energy, 
and transport networks we’ve addressed in this book. Local chemical 
plants clearly require a network of suppliers and distributors. If we 
want to take our technology further, we need to focus on the dif-
ferent levels—from individual building blocks to complex systems. 
There will be an increasing need to combine expertise from different 
fi elds. To achieve breakthroughs in terms of fl exible optical chips, you 
need a thorough knowledge of electronics, photonics, and materials. 
To improve the design of telecommunication networks, you have to 
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combine insights in optical and radio communication. And we will 
also need a greater understanding of the physics of materials as well 
as the mathematics and computer simulation techniques that can 
handle complex problems in all these areas.

THE COMPLEXITY OF INDUSTRY

The evolution of industry displays intriguing parallels with the grad-
ual change of ecosystems. Both have evolved into ever greater com-
plexity. Gone are the days when factories could produce everything 
they needed for themselves, as in the early days of industrialization. 
Those early days are comparable with an ecosystem on newly formed 
land—ground reclaimed from the sea, for instance, recently created 
dunes, or an island resulting from a volcanic eruption. The fi rst spe-
cies to establish themselves in areas like these are the ones that pro-
duce lots of seeds. These pioneers survive in a harsh environment by 
multiplying rapidly and spreading to new locations, thereby secur-
ing the continued existence of their species if a particular habitat is 
depleted. Locusts behave in a similar way: A swarm eats voraciously, 
quickly reproduces, and then moves on when all the food has gone. 
When new areas are fi rst colonized, nature develops aggressively. But 
as the ecosystem continues to develop, other types of species estab-
lish themselves. Brambles—slow-growing bushes with numerous 
roots and branches—are a good example. Plants like this can with-
stand seasonal infl uences and survive the winter or extended periods 
of drought. More species then begin to appear that depend on one 
another; the waste products of one, for instance, provide nutrients for 
another. A complex biotope eventually grows up, such as those we 
fi nd in an oak–beech wood or a tropical rain forest. These ecosystems 
can readily absorb shocks because of the wealth of species that com-
prise them. If there is a temporary period of wetness, the species that 
benefi t from that will proliferate, rapidly using up the excess mois-
ture. A self-regulating, sustainable symbiosis is thus achieved.

You can compare this succession of ecosystems with the way our 
industries arose and have developed. Many industries displayed locust-
like behavior, especially in the fi rst decades of the Industrial Revolu-
tion. Just as locusts care little about the fi elds they strip bare, factories 
sucked up raw materials and spewed out the residues without any 
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thought to the depletion of natural resources or the burden they were 
imposing on the environment. Nowadays, there are many places where 
you no longer fi nd such naked exploitation of the planet. In the course 
of the past century, industry set down roots, grew branches, and began 
to deploy more sustainable techniques. Scarce natural resources were 
replaced by manufactured chemical components. Industrial processes 
became more precise and hence more economical in their use of mate-
rials. A good example of this development is sodium carbonate—an 
important ingredient in the manufacture of soap. Until the end of the 
eighteenth century, soda was made by burning seaweed, making the 
product rare and expensive. The French government considered this 
to be a serious problem, and so in 1775, it announced that a prize 
would be awarded to anyone who could come up with a viable alterna-
tive. French chemist Nicolas Leblanc developed an inorganic process 
using sulphuric acid and salt as raw materials. It proved an immediate 
success. But the large volumes of chlorine and sulphur created in the 
process generated a new set of problems. Around the middle of the 
nineteenth century, Belgian Ernest Solvay chanced upon a better pro-
cess while attempting to remove ammonia from coal gas. The Solvay 
method uses salt, ammonia, carbon dioxide, and water as raw materials, 
with the result that sulphur is no longer given off. Chlorine is still a 
problem, but nowadays, it can be extracted by electrolysis and reused. 
Provided everything goes according to plan, therefore, chlorine is no 
longer released into the environment. As the sodium carbonate indus-
try developed over the course of the last two centuries, the processes 
have become much more benign and much more complex.

As industry has taken root in many places, it has evolved from 
pure colonization toward a symbiotic relationship with its environ-
ment. Like nature, industry can use waste materials as the input for 
other products, enabling it to interact more economically with its 
surroundings. Production is no longer a matter of sucking up raw 
materials and spitting out products. Industry has become a complex 
biotope in which factories depend on one another. Products come 
into existence through a long “food chain” of suppliers connected by 
intricate transport lines.2 This complexity makes it hard to achieve 
fundamental changes. It would automatically entail a long chain 
of adjustments. The industrial biotope precisely refl ects nature in 
that respect: An ecosystem can survive small changes. When a given 
 species becomes extinct, for instance, the impact on the biotope is 
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generally limited. Nature adapts and other species occupy the slot 
that has opened up. However, there are some species that play a more 
pivotal role in maintaining the overall balance. Their removal can 
precipitate the ecosystem’s fragmentation and trigger a transition to 
a completely different one. Viewed in these terms, nature conserva-
tion is less about securing the status quo and more about preserving 
its dynamic ability to adapt to changes.

The supply networks in industry resemble the food networks in 
an ecosystem. Both display numerous short localized connections and 
a few long-range links that guarantee the overall balance. Network 
theory shows that systems of this kind arise from the pursuit of ever 
greater effi ciency, resulting in progressively tighter interdependence. 
The long-range links mean that these networks are very effi cient, too; 
there is no better way to move goods, materials, and energy streams 
around. That brings fi nancial benefi ts and also ensures that systems 
of this type are very robust. The industrial network can adapt quickly 
to local changes just as nature adapts to disappearing species. But the 
downside is inertia, as was described in the fi rst part of this book 
(chapter 0.2). Effi cient networks are resistant to change: New meth-
ods of generating electricity struggle because large-scale, existing 
power plants are so fi rmly embedded in industrial networks. Simi-
larly, the network of agricultural supplies and food production plants 
makes it hard to switch to alternative crops or products in response to 
fl uctuations in the climate. And the Dutch built an economy powered 
by windmills, which was so successful that they almost missed out on 
the Industrial Revolution powered by the steam engine.

When a fundamental change eventually breaks through, it leads to 
a complete overhaul of the industrial ecosystem. Economists have long 
noted that industry has gone through a series of revolutions, some-
times referred to as “Kondratiev” or “Schumpeter waves,” although 
in the context of complexity science, we would prefer to use the term 
“transitions.”The Industrial Revolution began with James Watt’s steam 
engine (1775); the railway revolution was spurred by intercity rail links 
(1830); the age of heavy industry is exemplifi ed by the open-hearth 
furnace for steel production (1871); mass transport was heralded in by 
the fi rst mass-produced Ford (1908); and the information revolutions 
were unleashed by the computer and microelectronics and by the Inter-
net (1950s and 1960s). Industrial upheavals like this are recurrent and 
inevitably triggered an economic heyday—phenomena that are familiar 
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from complex systems. The transitions in self-organizing critical sys-
tems are equally repetitive.3

Even though we’re not prepared for major changes in our indus-
try, we know that they’re lurking around the corner. We might wit-
ness rapid shifts in climate zones, for instance, oil price fl uctuations, 
or problems in the supply of raw materials. New technology could 
trigger new upheavals. Biomolecular processes, for instance, have the 
potential to overturn existing production structures, as exemplifi ed 
by the synthesis of DNA for the fi rst time in 2008. Industry is bound 
to be exposed to further shocks of that kind. As with the conservation 
of nature, protecting the future of our industry is not about securing 
the status quo but fostering the dynamics needed to adapt to changes 
as they arise. Industrial strategies must become more fl exible. This, 
as we have noted, has often been at the price of temporary increases 
in ineffi ciency. But that’s about to change. Miniaturization and mass-
produced electronics make it possible to scale down without sacrifi c-
ing effi ciency. Plenty of examples in this book illustrate the point, 
including smart electricity grids (chapter 3.1), the chemical plant on 
a chip (chapter 2.5), and new approaches to logistics (chapter 3.6) and 
food production (chapter 1.2). Industry should embrace this approach 
to become more fl exible and less susceptible to shocks.

THE COMPLEXITY OF SOCIETY

Technology is often just part of the solution. Social will and personal 
motivation can be every bit as important. The phenomena of com-
plexity are clearly at play in the fi eld of society. Revolutions, grass-
roots movements, and politicians who know exactly how to exploit a 
given moment. Society as a whole has characteristics that you can’t 
accurately trace back to the behavior of individuals. New technolo-
gies may become a sudden hype, but perceived gaps in the market are 
often only a marketing illusion. Effective innovations can sometimes 
be left on the shelf for years. Advanced cryptographic security strate-
gies, for instance, can go unused; imminent threats are often not fully 
perceived. There is plenty of technology capable of slowing down cli-
mate change, but it simply isn’t used.

Utopian authors have always dreamed about the smooth adop-
tion of new technologies for the benefi t of society. Thomas More’s 
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Utopia4—and virtually every similar vision that followed—is char-
acterized by the total control of every aspect of society. Strong rulers 
enforce the introduction of new technologies to the benefi t of all. In 
Francis Bacon’s New Atlantis,5 scientifi c research is used to conquer 
nature and for the betterment of society, creating “generosity and 
enlightenment, dignity and splendour, piety and public spirit.” Yet 
this technocracy is by no means a pleasant place to be; its ideology of 
purity tolerates no dissent and turns scientists into a separate caste. 
And there isn’t any genuine social interaction—a factor shared by 
all utopias.6 Most people would fl ee such societies if they could. Per-
vasive centralized control and the suppression of interaction are cer-
tainly one way to deal with the complexity of society. But it’s hardly 
a desirable way and would ultimately prove unstable anyway. Even 
the most brutal dictators are certain to overlook something sooner or 
later, possibly triggering their downfall. History has shown this to be 
true in actual dictatorships with a technologically inspired ideology, 
such as existed in the Soviet Union.

We certainly don’t believe that our society is heading for a stable 
utopian end point. Managing a complex community of people is a 
continuous process of evolution in which rapid feedback and evi-
dence-based decisions are as important as in any other complexity 
issue. This is true of every form of government. It is fascinating to 
see how quickly interactions via the Internet have given rise to new 
models of governance and a new kind of “benevolent dictator.” Young 
Finn Linus Torvalds—chief developer of the Linux computer operat-
ing system—for instance, governs a multitude of voluntary program-
mers with a far from self-evident form of authority.7 Rather than 
setting far-reaching goals, he devotes himself to problems as they 
arise, guided by constant feedback and peer review. The community 
of programmers debates each issue passionately, but the benevolent 
dictator never takes sides until the heat has gone out of the debate 
and evidence for the respective arguments can be properly considered. 
Constant and rapid feedback is needed to make this philosophy work, 
which is why Torvalds frequently releases new editions of Linux, so 
that the impact of any given decision can be observed. Unexpected 
side effects can then be dealt with at an early stage. These principles 
organize the community in such a way that only the best concepts 
win. There is no marketing budget or propaganda machine to conceal 
poor technical decisions or mediocrity.
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In many countries, it is the government that facilitates the direc-
tion of technological research. Fundamental research in particular 
can be a very long-term process, whereby the government is often 
the only institution capable of supporting the extended journey 
from laboratory to practical implementation. As we have seen, 
this is frequently an iterative process that needs to be organized 
in stages and for which the necessary capital has to be made avail-
able. In the U.S. system, the government tends to sponsor research 
with a clear mission. A great deal is fi nanced with military goals in 
mind, but an equally clear mission also underpins the research per-
formed by NASA, the Institutes of Health, and the Department of 
Energy. There is political pressure, therefore, to work toward solu-
tions. There is also a risk, however, that the ideological nature of the 
sponsorship will cause certain solutions and topics to be ignored. In 
Europe, decisions regarding scientifi c research are often taken at the 
member state level, resulting in fragmentation and slowing down 
the process of developing a unifi ed approach. What’s more, decisions 
regarding the research sponsored by the European Commission are 
not entirely based on evidence but are also prompted by the desire 
to give each member state a “fair turn.” However, moves in the right 
direction are made. It is our task as scientists to encourage govern-
ments to base their decisions on more rational arguments, just as that 
hardheaded crowd of programmers directs the decisions that Linus 
Torvalds takes regarding the development of Linux. We are also 
responsible for identifying the side effects of new technology, which 
can often be a double-edged sword. The discovery of atomic power as 
a new source of energy, for instance, turned into a nightmare for the 
people of Nagasaki and Hiroshima. Those side effects can, of course, 
be positive, too. The synthesis of ammonia for use in munitions also 
led to nitrates for fertilizers, the manufacture of which fundamen-
tally changed agriculture and was a blessing for humanity.

Emotions and outmoded opinions are another factor we need to 
deal with as a society. New solutions are obliged to compete with 
decades of shared experience, established technologies, vast, organi-
cally developed infrastructures, and production costs that have been 
substantially reduced by a steady fl ow of improvements. The more 
fi rmly a technology is established, the harder it is to displace with 
something entirely new. How do you compete with more than fi ve 
decades of silicon technology for electronics or more than a century 
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of gasoline engines? How do you persuade people to adopt energy-
saving technologies? Our society is a complex system that is not eas-
ily shifted. The consequences of such changes are often so great that 
individuals will refuse to accept them until they truly have no other 
option.

That kind of inertia is a barrier to many new solutions. It isn’t easy 
to ensure evidence-based decisions within government, as psychology 
and sociology frequently have little reliable evidence to offer. Social 
scientists are split into as many schools as there are football teams. 
That’s set to change, however, as the new school of quantitative soci-
ology is arising, as described in the last part of this book. Their results 
could improve our understanding of the democratic process, includ-
ing the role of leaders and the media. Their research could reveal the 
roots of relationships and institutions and how they might be changed 
and enhance our understanding of herd behavior. The new approach 
to social sciences might also help us detect any danger of democracy 
sliding into dictatorship and highlight the dynamics of opinion for-
mation, enabling us to make more balanced and rational decisions.

DEEPER INSIGHT INTO COMPLEXITY

We are only now starting to come to grips with the complexity of 
the challenges facing us. Our understanding of complex systems is 
limited because we also lack basic knowledge in many areas regard-
ing the impact of key parameters. We continue to argue, for instance, 
about the climate impact of specifi c solar-triggered events; we are still 
searching for the critical factors that allow diseases to develop; and 
we failed to detect the adverse movement in the key parameters that 
unleashed the global fi nancial crisis of 2008. Mathematics can pro-
vide us with new algorithms capable of speeding up calculations by 
several orders of magnitude. And we can also make the process faster 
by increasing our understanding of the underlying forces. We believe 
that our science and technology are far from mature. It is evident that 
there are many aspects of our planet and its inhabitants that we do 
not fully understand. A great deal more thus needs to be achieved if 
we are to succeed in protecting life on our planet.

For better understanding, we shouldn’t spend time and money to 
look farther ahead. It will only make plain how unpredictable the 
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future will be. That’s generating confusion and fear, which is the 
worst possible counselor. The pressing problems of humanity call for 
another approach, which is reminiscent of Edgar Allan Poe’s tale “A 
Descent into the Maelstrom.” Three brothers are out fi shing when 
their boat is caught in a terrible storm. A raging gale and furious 
currents turn the sea into a savage, whirling mass, dragging the boat 
into the center of a gigantic maelstrom, where a terrifying silence 
reigns. One of the brothers is profoundly affected by this. Convinced 
he is going to die, he regains his composure and observes with fas-
cination everything happening around him. After a time, he notices 
that smaller and more cylindrical objects are being dragged down less 
rapidly. He then realizes that barrel-shaped objects are actually work-
ing their way upward and out of the vortex. He lashes himself to an 
empty water barrel and hurls himself overboard. While the wrecked 
fi shing boat is sucked deeper and deeper, the barrel steadily rises out 
of the whirlpool, carrying the sole survivor to safety.

The hero of the tale saves himself by disengaging emotionally 
from his immediate situation. Distancing himself like this enables 
him to overcome his fear of death and to throw himself into the 
reality raging all around him. The lucid way in which he looks that 
reality in the face is the secret to his survival. His behavior isn’t moti-
vated by a desperate attempt to fi nd a way out of his predicament; 
he’s driven purely by his fascination with the maelstrom. At fi rst, it 
seems as though he’s frittering away what little time he has left on 
scientifi c curiosity. But his thinking doesn’t go straight from problem 
to solution; it begins by taking a detour via pure knowledge. It’s good 
to take a disinterested view of reality—just like that fi sherman who 
came out of the maelstrom alive.
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