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PREFACE

This book is written in the conviction that our own existence once
presented the greatest of all mysteries, but that it is a mystery no
longer because it is solved. Darwin and Wallace solved it, though we
shal continue to add footnotes to their solution for awhile yet. | wrote
the book because | was surprised that so many people seemed not only
unaware of the elegant and beautiful solution to this deepest of
problems but, incredibly, in many cases actualy unaware that there
was a problem in the first place!

The problem is that of complex design. The computer on which | am
writing these words has an information storage capacity of about 64
kilobytes (one byte is used to hold each character of text). The
computer was consciously designed and deliberately manufactured.
The brain with which you are understanding my words is an array of
some ten million kiloneurones. Many of these billions of nerve cells
have each more than a thousand ‘electric wires' connecting them to
other neurones. Moreover, at the molecular genetic level, every single
one of more than atrillion cells in the body contains about a thousand
times as much precisely-coded digital information as my entire
computer. The complexity of living organisms is matched by the
elegant efficiency of their apparent design. If anyone doesn't agree that
this amount of complex design cries out for an explanation, | give up.
No, on second thoughts | don't give up, because one of my aimsin the
book is to convey something of the sheer wonder of biological
complexity to those whose eyes have not been opened to it. But having
built up the mystery, my other main aim is to remove it again by
explaining the solution.

xiii
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Explaining is a difficult art. You can explain something so that your
reader understands the words; and you can explain something so that
the reader feels it in the marrow of his bones. To do the latter, it
sometimes isn't enough to lay the evidence before the reader in a
dispassionate way. You have to become an advocate and use the tricks
of the advocate's trade. This book is not a dispassionate scientific
treatise. Other books on Darwinism are, and many of them are
excellent and informative and should be read in conjunction with this
one. Far from being dispassionate, it has to be confessed that in parts
this book is written with a passion which, in a professional scientific
journal, might excite comment. Certainly it seeksto inform, but it aso
seeks to persuade and even - one can specify aims without
presumption - to inspire. | want to inspire the reader with a vision of
our own existence as, on the face of it, a spine-chilling mystery, and
simultaneously to convey the full excitement of the fact that it is a
mystery with an elegant solution which is within our grasp. More, |
want to persuade the reader, not just that the Darwinian world-view
happens to be true, but that it is the only known theory that could, in
principle, solve the mystery of our existence. This makes it a doubly
satisfying theory. A good case can be made that Darwinism is true, not
just on this planet but all over the universe wherever life may be found.

In one respect | plead to distance myself from professional advocates.
A lawyer or apolitician is paid to exercise his passion and his persuasion
on behalf of a client or a cause in which he may not privately believe. |
have never done this and | never shall. | may not always be right, but |
care passionately about what is true and | never say anything that | do not
believe to beright. | remember being shocked when visiting a university
debating society to debate with creationists. At dinner after the debate, |
was placed next to a young woman who had made arelatively powerful
speech in favour of creationism. She clearly couldn't bea creationist, 0 |
asked her to tell me honestly why she had done it. She freely admitted
that she was simply practising her debating skills, and found it more
challenging to advocate a position in which she did not believe.
Apparently it is common practice in university debating societies for
speakers simply to be told on which side they are to speak. Their own
beliefs don't come into it. | had come a long way to perform the
disagreeable task of public speaking, because | believed in the truth of the
motion that | had been asked to propose. When | discovered that
members of the society were using the motion as a vehicle for playing
arguing games, | resolved to decline future invitations from debating
societies that encourage insincere advocacy on issues where scientific
truth is at stake.



Preface XV

For reasons that are not entirely clear to me, Darwinism seems more
in need of advocacy than similarly established truths in other branches
of science. Many of us have no grasp of quantum theory, or Einstein's
theories of special and general relativity, but this does not in itself
lead us to oppose these theories! Darwinism, unlike 'Einsteinism’,
seems to be regarded as fair game for critics with any degree of
ignorance. | suppose one trouble with Darwinism is that, as Jacques
Monod perceptively remarked, everybody thinks he understands it. It
is, indeed, aremarkably simple theory; childishly so, one would have
thought, in comparison with almost al of physics and mathematics. In
essence, it amounts simply to the idea that non-random reproduction,
where there is hereditary variation, has consequences that are
far-reaching if there is time for them to be cumulative. But we have
good grounds for believing that this simplicity is deceptive. Never
forget that, smple as the theory may seem, nobody thought of it until
Darwin and Wallace in the mid nineteenth century, nearly 200 years
after Newton's Principia, and more than 2,000 years after Eratosthenes
measured the Earth. How could such a smple idea go o0 long
undiscovered by thinkers of the calibre of Newton, Galileo, Descartes,
Leibnitz, Hume and Aristotle? Why did it have to wait for two
Victorian naturalists? What was wrong with philosophers and
mathematicians that they overlooked it? And how can such apowerful
idea go still largely unabsorbed into popular consciousness?

It is dmost as if the human brain were specifically designed to
misunderstand Darwinism, and to find it hard to believe. Take, for
instance, the issue of 'chance, often dramatized as blind chance. The
great magjority of people that attack Darwinism leap with amost
unseemly eagerness to the mistaken idea that there is nothing other
than random chance in it. Since living complexity embodies the very
antithesis of chance, if you think that Darwinism is tantamount to
chance you'll obviously find it easy to refute Darwinism! One of my
tasks will be to destroy this eagerly believed myth that Darwinism is a
theory of 'chance. Another way in which we seem predisposed to
disbelieve Darwinism is that our brains are built to deal with events on
radically different timescales from those that characterize evolution-
ary change. We are equipped to appreciate processes that take seconds,
minutes, years or, at most, decades to complete. Darwinism is a theory
of cumulative processes 0 slow that they take between thousands and
millions of decades to complete. All our intuitive judgements of what
is probable turn out to be wrong by many orders of magnitude. Our
*well-tuned apparatus of scepticism and subjective probability-theory
misfires by huge margins, because it is tuned - ironically, by evolution
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itself - to work within alifetime of afew decades. It requires effort of
the imagination to escape from the prison of familiar timescale, an
effort that | shall try to assist.

A third respect in which our brains seem predisposed to resist
Darwinism stems from our great success as creative designers. Our
world is dominated by feats of engineering and works of art. We are
entirely accustomed to the idea that complex elegance is an indicator
of premeditated, Grafted design. This is probably the most powerful
reason for the belief, held by the vast majority of people that have ever
lived, in some kind of supernatural deity. It took avery large leap of the
imagination for Darwin and Wallace to see that, contrary to all
intuition, there is another way and, once you have understood it, afar
more plausible way, for complex 'design' to arise out of primeval
simplicity. A leap of the imagination so large that, to this day, many
people seem still unwilling to make it. It is the main purpose of this
book to help the reader to make this leap.

Authors naturally hope that their books will have lasting rather
than ephemera impact. But any advocate, in addition to putting the
timeless part of his case, must also respond to contemporary advocates
of opposing, or apparently opposing, points of view. Thereis arisk that
some of these arguments, however hotly they may rage today, will
seem terribly dated in decades to come. The paradox has often been
noted that the first edition of The Origin of Species makes a better case
than the sixth. This is because Darwin felt obliged, in his later
editions, to respond to contemporary criticisms of the first edition,
criticisms which now seem so dated that the replies to them merely
get in the way, and in places even mislead. Nevertheless, the
temptation to ignore fashionable contemporary criticisms that one
suspects of being nine days wonders is a temptation that should not be
indulged, for reasons of courtesy not just to the critics but to their
otherwise confused readers. Though | have my own private ideas on
which chapters of my book will eventually prove ephemeral for this
reason, the reader - and time - must judge.

| am distressed to find that some women friends (fortunately not
many) treat the use of the impersonal masculine pronoun as if it
showed intention to exclude them. If there were any excluding to be
done (happily there isn't) | think | would sooner exclude men, but
when | once tentatively tried referring to my abstract reader as 'she, a
feminist denounced me for patronizing condescension: | ought to say
'he-or-she', and 'his-or-her'. That is easy to do if you don't care about
language, but then if you don't care about language you don't deserve
readers of either sex. Here, | have returned to the normal conventions
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of English pronouns. | may refer to the 'reader’ as 'he', but | no more
think of my readers as specificaly male than a French speaker thinks
of atable as female. As amatter of fact | believe | do, more often than
not, think of my readers as female, but that is my personal affair and I'd
hate to think that such considerations impinged on how | use my
native language.

Personal, too, are some of my reasons for gratitude. Those to whom |
cannot do justice will understand. My publishers saw no reason to
keep from me the identities of their referees (not 'reviewers - true
reviewers, pace many Americans under 40, criticize books only after
they are published, when it is too late for the author to do anything
about it), and | have benefited greatly from the suggestions of john
Krebs (again), John Durant, Graham Cairns-Smith, leffrey Levinton,
Michael Ruse, Anthony Halam and David Pye. Richard Gregory
kindly criticized Chapter 12, and the final version has benefited from
its complete excision. Mark Ridley and Alan Grafen, now no longer
even officially my students, are, together with Bill Hamilton, the
leading lights of the group of colleagues with whom | discuss evolution
and from whose ideas | benefit aimost daily. They, Pamela Wells, Peter
Atkins and John Dawkins have helpfully criticized various chapters for
me. Sarah Bunney made numerous improvements, and John Cribbin
corrected a magjor error. Alan Grafen and Will Atkinson advised on
computing problems, and the Apple Macintosh Syndicate of the
Zoology Department kindly alowed their laser printer to draw
biomorphs.

Once again | have benefited from the relentless dynamism with
which Michael Rodgers, now of Longman, carries al before him. He,
and Mary Cunnane of Norton, skilfully applied the accelerator (to my
morale) and the brake (to my sense of humour) when each was needed.
Part of the book was written during a sabbatical leave kindly granted
by the Department of Zoology and New College. Finaly - a debt |
should have acknowledged in both my previous books - the Oxford
tutorial system and my many tutorial pupils in zoology over the years
have helped me to practise what few skills | may have in the difficult
art of explaining.

Richard Dawkins
Oxford, 1986






CHAPTER 1

EXPLAINING
THE VERY IMPROBABLE

We animals are the most complicated things in the known universe.
The universe that we know, of course, is a tiny fragment of the actual
universe. There may be yet more complicated objects than us on other
planets, and some of them may already know about us. But this doesn't
alter the point that | want to make. Complicated things, everywhere,
deserve a very specia kind of explanation. We want to know how they
came into existence and why they are so complicated. The ex-
planation, as | shall argue, is likely to be broadly the same for com-
plicated things everywhere in the universe; the same for us, for
chimpanzees, worms, oak trees and monsters from outer space. On the
other hand, it will not be the same for what | shall call 'ssmple' things,
such asrocks, clouds, rivers, galaxies and quarks. These are the stuff of
physics. Chimps and dogs and bats and cockroaches and people and
worms and dandelions and bacteria and galactic aliens are the stuff of
biology.

The difference is one of complexity of design. Biology is the study of
complicated things that give the appearance of having been designed
for apurpose. Physicsis the study of simple things that do not tempt us
toinvoke design. At first sight, man-made artefacts like computers and
cars will seem to provide exceptions. They are complicated and
obviously designed for a purpose, yet they are not aive, and they are
made of metal and plastic rather than of flesh and blood. In this book
they will be firmly treated as biological objects.

The reader's reaction to this may be to ask, 'Yes, but are they really
biological objects? Words are our servants, not our masters. For
different purposes we find it convenient to use words in different
senses. Most cookery books class lobsters as fish. Zoologists can
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become quite apoplectic about this, pointing out that lobsters could
with greater justice call humans fish, since fish are far closer kin to
humans than they are to lobsters. And, talking of justice and lobsters, |
understand that a court of law recently had to decide whether |obsters
were insects or ‘animals (it bore upon whether people should be
alowed to boil them alive). Zoologically speaking, lobsters are
certainly not insects. They are animals, but then so are insects and 0
are we. There is little point in getting worked up about the way
different people use words (although in my nonprofessional life | am
quite prepared to get worked up about people who boil lobsters alive).
Cooks and lawyers need to use words in their own special ways, and o
do | in this book. Never mind whether cars and computers are 'really’
biological objects. The point is that if anything of that degree of
complexity were found on a planet, we should have no hesitation in
concluding that life existed, or had once existed, on that planet.
Machines are the direct products of living objects; they derive their
complexity and design from living objects, and they are diagnostic of
the existence of life on a planet. The same goes for fossils, skeletons
and dead bodies.

| said that physics is the study of simple things, and this, too, may
seem strange at first. Physics appears to be a complicated subject,
because the ideas of physics are difficult for us to understand. Our
brains were designed to understand hunting and gathering, mating and
child-rearing: a world of medium-sized objects moving in three di-
mensions at moderate speeds. We are ill-equipped to comprehend the
very small and the very large; things whose duration is measured in
picoseconds or gigayears; particles that don't have position; forces and
fields that we cannot see or touch, which we know of only because
they affect things that we can see or touch. We think that physics is
complicated because it is hard for us to understand, and because
physics books are full of difficult mathematics. But the objects that
physicists study are still basically simple objects. They are clouds of
gas or tiny particles, or lumps of uniform matter like crystals, with
almost endlessly repeated atomic patterns. They do not, at least by
biological standards, have intricate working parts. Even large physical
objects like stars consist of arather limited array of parts, more or less
haphazardly arranged. The behaviour of physical, nonbiological objects
isso simple that it is feasible to use existing mathematical language to
describe it, which is why physics books are full of mathematics.

Physics books may be complicated, but physics books, like cars and
computers, are the product of biological objects - human brains. The
objects and phenomena that a physics book describes are simpler than
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a single cell in the body of its author. And the author consists of
trillions of those cells, many of them different from each other, organ-
ized with intricate architecture and precision-engineering into a work-
ing machine capable of writing a book (my trillions are American, like
al my units: one American trillion is a million millions; an American
billion is a thousand millions). Our brains are no better equipped to
handle extremes of complexity than extremes of size and the other
difficult extremes of physics. Nobody has yet invented the
mathematics for describing the total structure and behaviour of such
an object as a physicist, or even of one of his cells. What we can do is
understand some of the general principles of how living things work,
and why they exist at all.

This was where we came in. We wanted to know why we, and all
other complicated things, exist. And we can now answer that question
in general terms, even without being able to comprehend the details of
the complexity itself. To take an analogy, most of us don't understand
in detail how an airliner works. Probably its builders don't compre-
hend it fully either: engine speciaists don't in detail understand wings,
and wing specialists understand engines only vaguely. Wing specialists
don't even understand wings with full mathematical precision: they
can predict how a wing will behave in turbulent conditions, only by
examining a model in a wind tunnel or a computer simulation - the
sort of thing a biologist might do to understand an animal. But how-
ever incompletely we understand how an airliner works, we all under-
stand by what general process it came into existence. It was designed
by humans on drawing boards. Then other humans made the bits from
the drawings, then lots more humans (with the aid of other machines
designed by humans) screwed, rivetted, welded or glued the bits
together, each initsright place. The process by which an airliner came
into existence is not fundamentally mysterious to us, because humans
built it. The systematic putting together of partsto a purposeful design
is something we know and understand, for we have experienced it at
first hand, even if only with our childhood Meccano or Erector set.

What about our own bodies? Each one of us is a machine, like an
airliner only much more complicated. Were we designed on adrawing
board too, and were our parts assembled by a skilled engineer? The
answer is no. It is a surprising answer, and we have known and under-
stood it for only a century or so. When Charles Darwin first explained
the matter, many people either wouldn't or couldn't grasp it. | myself
flatly refused to believe Darwin's theory when | first heard about it asa
child. Almost everybody throughout history, up to the second half of
the nineteenth century, has firmly believed in the opposite - the
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Conscious Designer theory. Many people still do, perhaps because the
true, Darwinian explanation of our own existence is still, remarkably,
not a routine part of the curriculum of a general education. It is
certainly very widely misunderstood.

The watchmaker of my title is borrowed from afamous treatise by
the eighteenth-century theologian William Paley. His Natural
Theology - or Evidences of the Existence and Attributes of the Deity
Collected from the Appearances of Nature, published in 1802, is the
best-known exposition of the 'Argument from Design’, aways the
most influential of the arguments for the existence of a God. It is a
book that | greatly admire, for in his own time its author succeeded in
doing what | am struggling to do now. He had a point to make, he
passionately believed in it, and he spared no effort to ram it home
clearly. He had a proper reverence for the complexity of the living
world, and he saw that it demands a very specia kind of explanation.
The only thing he got wrong - admittedly quite a big thing! - was the
explanation itself. He gave the traditional religious answer to the
riddle, but he articulated it more clearly and convincingly than
anybody had before. The true explanation is utterly different, and it
had to wait for one of the most revolutionary thinkers of all time,
Charles Darwin.

Paley begins Natural Theology with a famous passage:

In crossing a heath, suppose | pitched my foot against a stone, and were
asked how the stone came to be there; | might possibly answer, that, for
anything | knew to the contrary, it had lain there for ever: nor would it
perhaps be very easy to show the absurdity of thisanswer. But suppose | had
found awatch upon the ground, and it should be inquired how the watch
happened to bein that place; | should hardly think of the answer which |
had before given, that for anything 1 knew, the watch might have always
been there.

Paley here appreciates the difference between natural physical objects
like stones, and designed and manufactured objects like watches. He
goes on to expound the precision with which the cogs and spring's of a
watch are fashioned, and the intricacy with which they are put
together. If we found an object such asawatch upon aheath, evenif we
didn't know how it had come into existence, its own precision and
intricacy of design would force us to conclude

that the watch must have had amaker: that there must have existed, at
sometime, and at some place or other, an artificer or artificers, who formed
it for the purpose which we find it actually to answer, who comprehended
its construction, and designed its use.
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Nobody could reasonably dissent from this conclusion, Paley insists,
yet that is just what the atheist, in effect, does when he contemplates
the works of nature, for:

every indication of contrivance, every manifestation of design, which
existed in the watch, exists in the works of nature; with the difference, on
the side of nature, of being greater or more, and that in a degree which
exceeds all computation.

Paley drives his point home with beautiful and reverent descriptions of
the dissected machinery of life, beginning with the human eye, a
favourite example which Darwin was later to use and which will
reappear throughout this book. Paley compares the eye with a designed
instrument such as a telescope, and concludes that 'there is precisely
the same proof that the eye was made for vision, as there is that the
telescope was made for assisting it'. The eye must have had a designer,
just as the telescope had.

Paley's argument is made with passionate sincerity and is informed
by the best biological scholarship of his day, but it iswrong, gloriously
and utterly wrong. The analogy between telescope and eye, between
watch and living organism, is false. All appearances to the contrary,
the only watchmaker in nature is the blind forces of physics, albeit
deployed in a very special way. A true watchmaker has foresight: he
designs his cogs and springs, and plans their interconnections, with a
future purpose in his mind's eye. Natural selection, the blind, uncon-
scious, automatic process which Darwin discovered, and which we
now know is the explanation for the existence and apparently purpose-
ful form of al life, has no purpose in mind. It has no mind and no
mind's eye. It does not plan for the future. It has no vision, no foresight,
no sight at al. If it can be said to play the role of watchmaker in
.nature, it is the blind watchmaker.

| shall explain al this, and much else besides. But one thing | shall
not do is belittle the wonder of the living 'watches' that so inspired
Paley. On the contrary, | shal try to illustrate my feeling that here
Paley could have gone even further. When it comes to feeling awe over
living ‘watches | yield to nobody. | feel more in common with the
Reverend William Paley than | do with the distinguished modern
philosopher, a well-known atheist, with whom | once discussed the
matter at dinner. | said that | could not imagine being an atheist at any
time before 1859, when Darwin's Origin of Species was published.
'‘What about Hume?', replied the philosopher. 'How did Hume explain
the organized complexity of the living world?, | asked. 'He didn't', said
the philosopher. 'Why does it need any special explanation?
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Paley knew that it needed a specia explanation; Darwin knew it,
and | suspect that in his heart of hearts my philosopher companion
knew it too. In any case it will be my business to show it here. Asfor
David Hume himself, it is sometimes said that that great Scottish
philosopher disposed of the Argument from Design d century before
Darwin. But what Hume did was criticize the logic of using apparent
design in nature as positive evidence for the existence of aGod. He did
not offer any alternative explanation for apparent design, but left the
question open. An atheist before Darwin could have said, following
Hume: 'l have no explanation for complex biological design. All | know
is that Cod isn't a good explanation, so we must wait and hope that
somebody comes up with abetter one.' | can't help feeling that such a
position, though logically sound, would have left one feeling pretty
unsatisfied, and that although atheism might have been logically
tenable before Darwin, Darwin made it possible to be anintellectual ly
fulfilled atheist. | like to think that Humewould agree, but some of his
writings suggest that he underestimated the complexity and beauty of
biological design. The boy naturalist Charles Darwin could have
shown him athing or two about that, but Hume had been dead 40 years
when Darwin enrolled in Hume's university of Edinburgh.

I have talked glibly of complexity, and of apparent design, as though
it were obvious what these words mean. In asense it is obvious - most
people have an intuitive idea of what complexity means. But these
notions, complexity and design, are so pivotal to this book that | must
try to capture alittle more precisely, in words, our feeling that there is
something special about complex, and apparently designed things.

So, what is a complex thing? How should we recognize it? In what
senseisit true to say that awatch or an airliner or an earwig or aperson
is complex, but the moonis simple? Thefirst point that might occur to
us, as a necessary attribute of a complex thing, is that it has a
heterogeneous structure. A pink milk pudding or blancmangeis simple
in the sense that, if we dlice it in two, the two portions will have the
same internal constitution: a blancmange is homogeneous. A car is
heterogeneous: unlike a blancmange, almost any portion of the car is
different from other portions. Two times half acar does not make acar.
Thiswill often amount to saying that a complex object, as opposed to a
simple one, has many parts, these parts being of more than one kind.

Such heterogeneity, or 'many-partedness, may be a necessary con-
dition, but it is not sufficient. Plenty of objects are many-parted and
heterogeneous in internal structure, without being complex in the
sense in which | want to use the term. Mont Blanc, for instance,
consists of many different kinds of rock, all jumbled together in such a
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way that, if you sliced the mountain anywhere, the two portions would
differ from each other in their internal constitution. Mont Blanc has a
heterogeneity of structure not possessed by a blancmange, but it is still
not complex in the sense in which a biologist uses the term.

Let us try another tack in our quest for a definition of complexity,
and make use of the mathematical idea of probability. Suppose we try
out the following definition: a complex thing is something whose
constituent parts are arranged in away that is unlikely to have arisen
by chance alone. To borrow an analogy from an eminent astronomer, if
you take the parts of an airliner and jumble them up at random, the
likelihood that you would happen to assemble a working Boeing is
vanishingly small. There are billions of possible ways of putting
together the bits of an airliner, and only one, or very few, of them
would actually be an airliner. There are even more ways of putting
together the scrambled parts of a human.

This approach to a definition of complexity is promising, but
something more is still needed. There are billions of ways of throwing
together the bits of Mont Blanc, it might be said, and only one of them
is Mont Blanc. So what is it that makes the airliner and the human
complicated, if Mont Blanc is simple? Any old jumbled collection of
parts is unique and, with hindsight, is as improbable as any other. The
scrap-heap at an aircraft breaker's yard is unique. No two scrap-heaps
are the same. If you start throwing fragments of aeroplanes into heaps,
the odds of your happening to hit upon exactly the same arrangement
of junk twice are just about as low as the odds of your throwing
together aworking airliner. So, why don't we say that arubbish dump,
or Mont Blanc, or themoon, isjust as complex as an aeroplane or adog,
because in all these cases the arrangement of atoms is 'improbable'?

The combination lock on my bicycle has 4,096 different positions.
Every one of theseis equally 'improbable' in the sense that, if you spin
the wheels at random, every one of the 4,096 positions is equally
unlikely to turn up. | can spin the wheels at random, look at whatever
number is displayed and exclaim with hindsight: 'How amazing. The
odds against that number appearing are 4,096:1. A minor miracle!'
That is equivalent to regarding the particular arrangement of rocksin a
mountain, or of bits of metal in a scrap-heap, as 'complex’. But one of
those 4,096 wheel positions redlly is interestingly unique: the com-
bination 1207 is the only one that opens the lock. The uniqueness of
1207 has nothing to do with hindsight: it is specified in advance by the
manufacturer. If you spun the wheels at random and happened to hit
1207 first time, you would be able to steal the bike, and it would seem
a minor miracle. If you struck lucky on one of those multi-dialled
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combination locks on bank safes, it would seem a very major miracle,
for the odds against it are many millions to one, and you would be able
to steal afortune.

Now, hitting upon the lucky number that opens the bank's safe is
the equivalent, in our analogy, of hurling scrap metal around at
random and happening to assemble aBoeing 747. Of all the millions of
unique and, with hindsight equally improbable, positions of the com-
bination lock, only one opens the lock. Similarly, of al the millions of
unique and, with hindsight equally improbable, arrangements of a
heap of junk, only one (or very few) will fly. The uniqueness of the
arrangement that flies, or that opens the safe, is nothing to do with
hindsight. It is specified in advance. The lock-manufacturer fixed the
combination, and he has told the bank manager. The ability to fly isa
property of an airliner that we specify in advance. If we see aplanein
the air we can be sure that it was not assembled by randomly throwing
scrap metal together, because we know that the odds against a random
conglomeration's being able to fly are too great.

Now, if you consider all possible ways in which the rocks of Mont
Blanc could have been thrown together, it is true that only one of them
would make Mont Blanc as we know it. But Mont Blanc as we know it
is defined with hindsight. Any one of avery large number of ways of
throwing rocks together would be labelled a mountain, and might have
been named Mont Blanc. There is nothing special about the particular
Mont Blanc that we know, nothing specified in advance, nothing
equivalent to the plane taking off, or equivalent to the safe door
swinging open and the money tumbling out.

What is the equivalent of the safe door swinging open, or the plane
flying, in the case of a living body? Well, sometimes it is amost
literally the same. Swallows fly. Aswe have seen, itisn't easy to throw
together a flying machine. If you took all the cells of a swallow and put
them together at random, the chance that the resulting object would
fly is not, for everyday purposes, different from zero. Not al living
thingsfly, but they do other things that are just asimprobable, and just
as specifiable in advance. Whales don't fly, but they do swim, and
swim about as efficiently as swallows fly. The chance that a random
conglomeration of whale cells would swim, let alone swim as fast and
efficiently as a whale actually does swim, is negligible.

At this point, some hawk-eyed philosopher (hawks have very acute
eyes — you couldn't make a hawk's eye by throwing lenses and light-
sensitive cdls together at random) will start mumbling something
about a circular argument. Swallows fly but they don't swim; and
whales swim but they don't fly. It is with hindsight that we decide
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whether to judge the success of our random conglomeration as a
swimmer or as a flyer. Suppose we agree to judge its success as an Xer,
and leave open exactly what X is until we have tried throwing cells
together. The random lump of cells might turn out to be an efficient
burrower like a mole or an efficient climber like a monkey. It might be
very good at wind-surfing, or at clutching oily rags, or at walking in
ever decreasing circles until it vanished. The list could go on and on.
Or could it?

If the list really could go on and on, my hypothetical philosopher
might have a point. If, no matter how randomly you threw matter
around, the resulting conglomeration could often be said, with
hindsight, to be good for something, then it would be true to say that |
cheated over the swallow and the whale. But biologists can be much
more specific than that about what would constitute being 'good for
something'. The minimum requirement for us to recognize an object
as an animal or plant is that it should succeed in making a living of
some sort (more precisely that it, or at least some members of its kind,
should live long enough to reproduce). It is true that there are quite a
number of ways of making a living - flying, swimming, swinging
through the trees, and so on. But, however many ways there may be of
being alive, itis certain that there are vastly more ways of being dead,
or rather not alive. You may throw cells together at random, over and
over again for a billion years, and not once will you get a con-
glomeration that flies or swims or burrows or runs, or does anything,
even badly, that could remotely be construed as working to keep itself
aive.

This has been quite a long, drawn-out argument, and it is time to
remind ourselves of how we got into it in the first place. We were
looking for a precise way to express what we mean when we refer to
something as complicated. We were trying to put afinger on what it is
that humans and moles and earthworms and airliners and watches
have in common with each other, but not with blancmange, or Mont
Blanc, or the moon. The answer we have arrived at is that complicated
things have some quality, specifiable in advance, that is highly un-
likely to have been acquired by random chance alone. In the case of
living things, the quality that is specified in advance is, in some sense,
‘proficiency’; either proficiency in aparticular ability such asflying, as
an aero-engineer might admire it; or proficiency in something more
general, such as the ability to stave off death, or the ability to propagate
genes in reproduction.

Staving off death is a thing that you have to work at. Left to itself -
and that iswhat it iswhen it dies- the body tends to revert to a state of
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equilibrium with its environment. If you measure some quantity such
as the temperature, the acidity, the water content or the electrical
potential in a living body, you will typically find that it is markedly
different from the corresponding measure in the surroundings. Our
bodies, for instance, are usually hotter than our surroundings, and in
cold climates they have to work hard to maintain the differential.
When we die the work stops, the temperature differential starts to
disappear, and we end up the same temperature as our surroundings.
Not all animals work so hard to avoid coming into equilibrium with
their surrounding temperature, but all animals do some comparable
work. For instance, in a dry country, animals and plants work to
maintain the fluid content of their cells, work against a natural
tendency for water to flow from them into the dry outside world. If
they fail they die. More generally, if living things didn't work actively
to prevent it, they would eventually merge into their surroundings,
and cease to exist as autonomous beings. That is what happens when
they die.

With the exception of artificial machines, which we have already
agreed to count as honorary living things, nonliving things don't work
in this sense. They accept the forces that tend to bring them into
equilibrium with their surroundings. Mont Blanc, to be sure, has ex-
isted for along time, and probably will exist for awhileyet, but it does
not work to stay in existence. When rock comes to rest under the
influence of gravity it just staysthere. No work has to be done to keep
it there. Mont Blanc exists, and it will go on existing until it wears
away or an earthquake knocks it over. It doesn't take steps to repair
wear and tear, or to right itself when it is knocked over, the way a
living body does. It just obeys the ordinary laws of physics.

Isthisto deny that living things obey the laws of physics? Certainly
not. There is no reason to think that the laws of physics are violated in
living matter. There isnothing supernatural, no'lifeforce' torival the
fundamental forcesof physics. Itisjust thatif youtry to usethelawsof
physics, in anaive way, to understand the behaviour of awhole living
body, you will find that you don't get very far. The body is a complex
thing with many constituent parts, and to understand its behaviour
you must apply the laws of physics to its parts, not to the whole. The
behaviour of the body as awhole will then emerge as a consequence of
interactions of the parts.

Take the laws of motion, for instance. If you throw adead bird into
theair it will describe agraceful parabola, exactly as physics books say
it should, then come to rest on the ground and stay there. It behaves as
asolid body of a particular mass and wind resistance ought to behave.
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But if you throw alive bird in the air it will not describe a parabola and
come to rest on the ground. It will fly away, and may not touch land
this side of the county boundary. The reason is that it has muscles
which work to resist gravity and other physical forces bearing upon the
whole body. The laws of physics are being obeyed within every cell of
the muscles. The result is that the muscles move the wings in such a
way that the bird stays aloft. The bird is not violating the law of
gravity. It is constantly being pulled downwards by gravity, but its
wings are performing active work - obeying laws of physics within its
muscles - to keep it aloft in spite of the force of gravity. We shall think
that it defies a physical law if we are naive enough to treat it simply as
a structureless lump of matter with a certain mass and wind resist-
ance. It is only when we remember that it has many internal parts, al
obeying laws of physics at their own level, that we understand the
behaviour of the whole body. This is not, of course, a peculiarity of
living things. It applies to al man-made machines, and potentially
applies to any complex, many-parted object.

This brings me to the final topic that | want to discussin this rather
philosophical chapter, the problem of what we mean by explanation.
We have seen what we are going to mean by a complex thing. But what
kind of explanation will satisfy us if we wonder how a complicated
machine, or living body, works? The answer is the one that we arrived
at in the previous paragraph. If we wish to understand how a machine
or living body works, we look to its component parts and ask how they
interact with each other. If there is a complex thing that we do not yet
understand, we can come to understand it in terms of simpler parts
that we do already understand.

If | ask an engineer how a steam engine works, | have a pretty fair
idea of the general kind of answer that would satisfy me. Like Julian
Huxley | should definitely not be impressed if the engineer said it was
propelled by ‘force locomotif. And if he started boring on about the
whole being greater than the sum of its parts, | would interrupt him:
'Never mind about that, tell me how it works." What | would want to
hear is something about how the parts of an engine interact with each
other to produce the behaviour of the whole engine. | would initially be
prepared to accept an explanation in terms of quite large subcom-
ponents, whose own internal structure and behaviour might be quite
complicated and, as yet, unexplained. The units of an initially satis-
fying explanation could have names like fire-box, boiler, cylinder,
piston, steam governor. The engineer would assert, without ex-
planation initially, what each of these units does. | would accept this
for the moment, without asking how each unit does its own particular
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thing. Given that the units each do their particular thing, | can then
understand how they interact to make the whole engine move.

Of course, | am then at liberty to ask how each part works. Having
previously accepted the fact that the steam governor regulates the flow
of steam, and having used this fact in my understanding of the behav-
iour of the whole engine, | now turn my curiosity on the steam
governor itself. | now want to understand how it achieves its own
behaviour, in terms of its own internal parts. There is a hierarchy of
subcomponents within components. We explain the behaviour of a
component at any given level, in terms of interactions between sub-
components whose own internal organization, for the moment, is
taken for granted. We peel our way down the hierarchy, until we reach
units so ssimplethat, for everyday purposes, we no longer feel the need
to ask questions about them. Rightly or wrongly for instance, most of
us are happy about the properties of rigid rods of iron, and we are
prepared to use them as units of explanation of more complex
machines that contain them.

Physicists, of course, do not take iron rods for granted. They ask
why they are rigid, and they continue the hierarchical peeling for
several more layersyet, down to fundamental particlesand quarks. But
lifeis too short for most of us to follow them. For any given level of
complex organization, satisfying explanations may normally be
attained if we peel the hierarchy down one or two layers from our
starting layer, but not more. The behaviour of a motor car is explained
in terms of cylinders, carburettors and sparking plugs. It is true that
each one of these components rests atop a pyramid of explanations at
lower levels. But if you asked me how a motor car worked you would
think me somewhat pompous if | answered in terms of Newton's laws
and the laws of thermodynamics, and downright obscurantist if |
answered in terms of fundamental particles. It is doubtless true that at
bottom the behaviour of a motor car is to be explained in terms of
interactions between fundamental particles. But it is much more
useful to explain it in terms of interactions between pistons, cylinders
and sparking plugs.

The behaviour of a computer can be explained in terms of inter-
actions between semiconductor electronic gates, and the behaviour of
these, in turn, is explained by physicists at yet lower levels. But, for
most purposes, you would in practice be wasting your time if you tried
to understand the behaviour of the whole computer at either of those
levels. There are too many electronic gates and too many intercon-
nections between them. A satisfying explanation has to be in terms of
a manageably small number of interactions. This iswhy, if we want to
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understand the workings of computers, we prefer a preliminary ex-
planation in terms of about half a dozen major subcomponents -
memory, processing mill, backing store, control unit, input-output
handler, etc. Having grasped the interactions between the half-dozen
major components, we then may wish to ask questions about the
internal organization- of these major components. Only specialist en-
gineers are likely to go down to the level of AND gates and NOR gates,
and only physicists will go down further, to the level of how electrons
behavein asemiconducting medium.

For those that like '-ism' sorts of names, the aptest name for my
approach to understanding how things work is probably 'hierarchical
reductionism'’. If you read trendy intellectual magazines, you may have
noticed that 'reductionism’ is one of those things, like sin, that is only
mentioned by people who are against it. To call oneself areductionist
will sound, in some circles, a bit like admitting to eating babies. But,
just as nobody actually eats babies, so nobody isreally areductionistin
any sense worth being against. The nonexistent reductionist - the sort
that everybody is against, but who exists only in their imaginations -
tries to explain complicated things directly in terms of the smallest
parts, even, in some extreme versions of the myth, as the sum of the
parts! The hierarchical reductionist, on the other hand, explains a
complex entity at any particular level in the hierarchy of organization,
in terms of entities only one level down the hierarchy; entities which,
themselves, are likely to be complex enough to need further reducing
to their own component parts;, and so on. It goes without saying -
though the mythical, baby-eating reductionist is reputed to deny this-
that the kinds of explanations which are suitable at high levels in the
hierarchy are quite different from the kinds of explanations which are
suitable at lower levels. This was the point of explaining cars in terms
of carburettors rather than quarks. But the hierarchical reductionist
believes that carburettors are explained in terms of smaller units . . .,
which are explained in terms of smaler units..., which are
ultimately explained in terms of the smallest of fundamental particles.
Reductionism, in this sense, is just another name for an honest desire
to understand how things work.

We began this section by asking what kind of explanation for com-
plicated things would satisfy us. We have just considered the question
from the point of view of mechanism: how does it work? We concluded
that the behaviour of a complicated thing should be explained in terms
of interactions between its component parts, considered as successive
layers of an orderly hierarchy. But another kind of question is how the
complicated thing came into existence in the first place. This is the
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question that this whole book is particularly concerned with, so | won't
say much more about it here. | shall just mention that the same general
principle applies as for understanding mechanism. A complicated
thing is one whose existence we do not feel inclined to take for
granted, because it is too 'improbable’. It could not have come into
existence in a single act of chance. We shall explain its coming into
existence as a consequence of gradual, cumulative, step-by-step trans-
formations from simpler things, from primordial objects sufficiently
simple to have come into being by chance. Just as 'big-step re-
ductionism' cannot work as an explanation of mechanism, and must
be replaced by a series of small step-by-step peelings down through the
hierarchy, so we can't explain a complex thing as originating in a
single step. We must again resort to a series of small steps, this time
arranged sequentialy in time.

In his beautifully written book, The Creation, the Oxford physical
chemist Peter Atkins begins:

| shall take your mind onajourney. It isajourney of comprehension, taking
usto the edge of space, time, and understanding. On it | shall argue that
there is nothing that cannot be understood, that there is nothing that
cannot be explained, and that everything is extraordinarily smple ... A
great deal of the universe does not need any explanation. Elephants, for
instance. Once molecules have learnt to compete and to create other
moleculesin their own image, elephants, and things resembling e ephants,
will in due course be found roaming through the countryside.

Atkins assumes the evolution of complex things - the subject matter
of this book - to be inevitable once the appropriate physical conditions
have been set up. He asks what the minimum necessary physica
conditions are, what is the minimum amount of design work that a
very lazy Creator would have to do, in order to see to it that the
universe and, later, elephants and other complex things, would one day
come into existence. The answer, from his point of view as a physica
scientist, is that the Creator could be infinitely lazy. The fundamental
origina units that we need to postulate, in order to understand the
coming into existence of everything, either consist of literally nothing
(according to some physicists), or (according to other physicists) they
are units of the utmost simplicity, far too simple to need anything so
grand as deliberate Creation.

Atkins says that elephants and complex things do not need any
explanation. But that is because he is a physical scientist, who takes
for granted the biologists' theory of evolution. He doesn't really mean
that elephants don't need an explanation; rather that he is satisfied
that biologists can explain eephants, provided they are allowed to take
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certain facts of physics for granted. His task as a physical scientist,
therefore, is to justify our taking those facts for granted. This he
succeeds in doing. My position is complementary. | am a biologist. |
take the facts of physics, the facts of the world of simplicity, for
granted. If physicists still don't agree over whether those ssimple facts
are yet understood, that is not my problem. My task is to explain
elephants, and the world of complex things, in terms of the simple
things that physicists either understand, or are working on. The physi-
cist's problem is the problem of ultimate origins and ultimate natural
laws. The biologist's problem is the problem of complexity. The
biologist tries to explain the workings, and the coming into existence,
of complex things, in terms of simpler things. He can regard his task as
done when he has arrived at entities so simple that they can safely be
handed over to physicists.

| am aware that my characterization of a complex object - statisti-
caly improbable in a direction that is specified not with hindsight -
may seem idiosyncratic. So, too, may seem my characterization of
physics as the study of simplicity. If you prefer some other way of
defining complexity, | don't careand | would be happy to go along with
your definition for the sake of discussion. But what | do care about is
that, whatever we choose to call the quality of being statistically-
improbabl e-in-a-direction-specified-without-hindsight,itisanimport-
ant quality that needs a special effort of explanation. It is the quality
that characterizes biological objects as opposed to the objects of phys-
ics. The kind of explanation we come up with must not contradict the
laws of physics. Indeed it will make use of the laws of physics, and
nothing more than the laws of physics. But it will deploy the laws of
physics in a special way that is not ordinarily discussed in physics
textbooks. That special way is Darwin's way. | shall introduce its
fundamental essence in Chapter 3 under the title of cumulative selec-
tion.

Meanwhile | want to follow Paley in emphasizing the magnitude of
the problem that our explanation faces, the sheer hugeness of biologi-
ca complexity and the beauty and elegance of biological design. Chap-
ter 2 is an extended discussion of a particular example, 'radar' in bats,
discovered long after Paley's time. And here, in this chapter, | have
placed an illustration (Figure 1) — how Paley would have loved the
electron microscope! - of an eye together with two successive 'zoom-
ings in' on detailed portions. At the top of the figure is a section
through an eye itself. This level of magnification shows the eye as an
optical instrument. The resemblance to a camera is obvious. The iris
diaphragm is responsible for constantly varying the aperture, the/ stop.
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The lens, which is really only part of a compound lens system, is
responsible for the variable part of the focusing. Focus is changed by
squeezing the lens with muscles (or in chameleons by moving the lens
forwards or backwards, as in a man-made camera). The image falls on
the retina at the back, where it excites photocells.

The middle part of Figure 1 shows a small section of the retina
enlarged. Light comes from the left. The light-sensitive cells (‘photo-
cells) are not the first thing the light hits, but they are buried inside
and facing away from the light. This odd feature is mentioned again
later. Thefirst thing the light hitsis, in fact, the layer of ganglion cells
which constitute the 'electronic interface' between the photocells and
the brain. Actually the ganglion cells are responsible for preprocessing
the information in sophisticated ways before relaying it to the brain,
and in some ways the word ‘interface’ doesn't do justice to this.
'Satellite computer' might be a fairer name. Wires from the ganglion
cells run along the surface of the retina to the 'blind spot', where they
dive through the retina to form the main trunk cable to the brain, the
optic nerve. There are about three million ganglion cells in the 'elec-
tronic interface', gathering data from about 125 million photocells.

At the bottom of the figure is one enlarged photocell, a rod. As you
look at the fine architecture of this cell, keep in mind the fact that al
that complexity is repeated 125 million times in each retina. And
comparable complexity is repeated trillions of times elsewhere in the
body as a whole. The figure of 125 million photocells is about 5,000
times the number of separately resolvable points in a good-quality
magazine photograph. The folded membranes on the right of the illus-
trated photocell are the actual light-gathering structures. Their layered
form increases the photocell's efficiency in capturing photons, the
fundamental particles of which light is made. If a photon is not caught
by the first membrane, it may be caught by the second, and so on. Asa
result of this, some eyes are capable of detecting a single photon. The
fastest and most sensitive film emulsions available to photographers
need about 25 times as many photons in order to detect a point of light.
The lozenge-shaped objects in the middle section of the cell are mostly
mitochondria. Mitochondria are found not just in photocells, but in
most other cells. Each one can be thought of as a chemical factory
which, in the course of delivering its primary product of usable energy,
processes more than 700 different chemical substances, in long, inter-
weaving assembly-lines strung out along the surface of its intricately
folded internal membranes. The round globule at the left of Figure 1 is
the nucleus. Again, this is characteristic of all animal and plant cells.
Each nucleus, as we shall see in Chapter 5, contains a digitally coded
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database larger, in information content, than all 30 volumes of the
Encyclopaedia Britannica put together. And thisfigureisfor each cel,
not all the cells of a body put together.

The rod at the base of the picture is one single cell. The tota
number of cellsin the body (of ahuman) isabout 10 trillion. When you
eat a steak, you are shredding the equivalent of more than 100 billion
copies of the Encyclopaedia Britannica.






CHAPTER 2

GOOD DESIGN

Natural selection is the blind watchmaker, blind because it does not
see ahead, does not plan consequences, has no purposein view. Yet the
living results of natural selection overwhelmingly impress us with the
appearance of design as if by a master watchmaker, impress us with
the illusion of design and planning. The purpose of this book is to
resolve this paradox to the satisfaction of the reader, and the purpose of
this chapter is further to impress the reader with the power of the
illusion of design. We shall look at a particular example and shall
conclude that, when it comes to complexity and beauty of design,
Paley hardly even began to state the case.

We may say that a living body or organ is well designed if it has
attributes that an intelligent and knowledgeable engineer might have
built into it in order to achieve some sensible purpose, such as flying,
swimming, seeing, eating, reproducing, or more generally promoting
the survival and replication of the organism's genes. It is not necessary
to suppose that the design of a body or organ is the best that an
engineer could conceive of. Often the best that one engineer can do is,
in any case, exceeded by the best that another engineer can do,
especialy another who lives later in the history of technology. But any
engineer can recognize an object that has been designed, even poorly
designed, for apurpose, and he can usually work out what that purpose
is just by looking at the structure of the object. In Chapter 1 we
bothered ourselves mostly with philosophical aspects. In this chapter, |
shall develop aparticular factual example that | believe would impress
any engineer, namely sonar (‘radar') in bats. In explaining each point, |
shall begin by posing a problem that the living machine faces; then |
shall consider possible solutions to the problem that a sensible
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engineer might consider; | shall finally come to the solution that
nature has actually adopted. This one example is, of course, just for
illustration. If an engineer isimpressed by bats, hewill be impressed by
countless other examples of living design.

Bats have aproblem: how to find their way around in the dark. They
hunt at night, and cannot use light to help them find prey and avoid
obstacles. Y ou might say that if thisisaproblem it is aproblem of their
own making, aproblem that they could avoid smply by changing their
habits and hunting by day. But the daytime economy isalready heavily
exploited by other creatures such as birds. Given that thereis aliving
to be made at night, and given that alternative daytime trades are
thoroughly occupied, natural selection has favoured bats that make a
go of the night-hunting trade. It is probable, by the way, that the
nocturnal trades go way back in the ancestry of all us mammals. In the
time when the dinosaurs dominated the daytime economy, our
mammalian ancestors probably only managed to survive at all because
they found ways of scraping aliving at night. Only after the mysterious
mass extinction of the dinosaurs about 65 million years ago were our
ancestors able to emerge into the daylight in any substantial numbers.

Returning to bats, they have an engineering problem: how to find
their way and find their prey in the absence of light. Bats are not the
only creatures to face this difficulty today. Obviously the night-flying
insects that they prey on must find their way about somehow. Deep-
sea fish and whales have little or no light by day or by night, because
the sun'srays cannot penetrate far bel ow the surface. Fish and dolphins
that live in extremely muddy water cannot see because, athough there
islight, it is obstructed and scattered by the dirt in the water. Plenty of
other modern animals make their living in conditions where seeing is
difficult or impossible.

Given the question of how to manoeuvre in the dark, what solutions
might an engineer consider? The first one that might occur to him isto
manufacture light, to use alantern or a searchlight. Fireflies and some
fish (usually with the help of bacteria) have the power to manufacture
their own light, but the process seems to consume a large amount of
energy. Fireflies use their light for attracting mates. This doesn't re-
quire prohibitively much energy: a mal€e's tiny pinprick can be seen by
afemal e from some distance on adark night, since her eyes are exposed
directly to the light source itself. Using light to find one's own way
around requires vastly more energy, since the eyes have to detect the
tiny fraction of the light that bounces off each part of the scene. The
light source must therefore be immensely brighter if it is to be used as
a headlight to illuminate the path, than if it is to be used as a signd to
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others. Anyway, whether or not the reason is the energy expense, it
seems to be the case that, with the possible exception of some weird
deep-sea fish, no anima apart from man uses manufactured light to
find its way about.

What else might the engineer think of? Well, blind humans
sometimes seem to have an uncanny sense of obstaclesin their path. It
has been given the name 'facial vision', because blind people have
reported that it feels a bit like the sense of touch, on the face. One
report tells of a totally blind boy who could ride his tricycle at a good
speed round the block near his home, using ‘facial vision'. Experiments
showed that, in fact, 'facial vision' is nothing to do with touch or the
front of the face, although the sensation may be referred to the front of
the face, like the referred pain in a phantom (severed) limb. The
sensation of 'facial vision', it turns out, really goes in through the ears.
The blind people, without even being aware of the fact, are actually
using echoes, of their own footsteps and other sounds, to sense the
presence of obstacles. Before this was discovered, engineers had already
built instruments to exploit the principle, for example to measure the
depth of the sea under a ship. After this technique had been invented, it
was only a matter of time before weapons designers adapted it for the
detection of submarines. Both sides in the Second World War relied
heavily on these devices, under such code names as Asdic (British) and
Sonar (American), as well as the similar technology of Radar
(American) or RDF (British), which usesradio echoes rather than sound
echoes.

The Sonar and Radar pioneers didn't know it then, but all the world
now knows that bats, or rather natural selection working on bats, had
perfected the system tens of millions of years earlier, and their 'radar’
achieves feats of detection and navigation that would strike an en-
gineer dumb with admiration. It is technically incorrect to talk about
bat 'radar’, since they do not use radio waves. It is sonar. But the
underlying mathematical theories of radar and sonar are very similar,
and much of our scientific understanding of the details of what bats are
doing has come from applying radar theory to them. The American
zoologist Donald Griffin, who was largely responsible for the discovery
of sonar in bats, coined the term 'echolocation' to cover both sonar and
radar, whether used by animals or by human instruments. In practice,
the word seems to be used mostly to refer to animal sonar.

It is misleading to speak of bats as though they were al the same. It
is as though we were to speak of dogs, lions, weasdls, bears, hyenas,
pandas and otters all in one breath, just because they are al carnivores.
Different groups of bats use sonar in radically different ways, and they
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seem to have 'invented' it separately and independently, just as the
British, Germans and Americans al independently developed radar.
Not all bats use echolocation. The Old World tropical fruit bats have
good vision, and most of them use only their eyes for finding their way
around. One or two species of fruit bats, however, for instance
Rousettus, are capable of finding their way around in total darkness
where eyes, however good, must be powerless. They are using sonar,
but it is a cruder kind of sonar than is used by the smaller bats with
which we, in temperate regions, are familiar. Rousettus clicks its
tongue loudly and rhythmically as it flies, and navigates by measuring
the time interval between each click and its echo. A good proportion of
Rousettus's clicks are clearly audible to us (which by definition makes
them sound rather than ultrasound: ultrasound is just the same-as
sound except that it is too high for humans to hear).

In theory, the higher the pitch of a sound, the better it isfor accurate
sonar. This is because low-pitched sounds have long wavelengths
which cannot resolve the difference between closely spaced objects. All
other things being equal therefore, a missile that used echoes for its
guidance system would ideally produce very high-pitched sounds.
Most bats do, indeed, use extremely high-pitched sounds, far too high
for humans to hear - ultrasound. Unlike Rousettus, which can see very
well and which uses unmodified relatively low-pitched sounds to do a
modest amount of echolocation to supplement its good vision, the
smaller bats appear to be technically highly advanced echo-machines.
They have tiny eyes which, in most cases, probably can't see much.
They livein aworld of echoes, and probably their brains can use echoes
to do something akin to 'seeing' images, although it is next to imposs-
ible for us to 'visualize' what those images might be like. The noises
that they produce are not just slightly too high for humans to hear, like
akind of super dog whistle. In many cases they are vastly higher than
the highest note anybody has heard or can imagine. It is fortunate that
we can't hear them, incidentally, for they are immensely powerful and
would be deafeningly loud if we could hear them, and impossible to
deep through.

These bats are like miniature spy planes, bristling with
sophisticated instrumentation. Their brains are delicately tuned
packages of miniaturized electronic wizardry, programmed with the
elaborate software necessary to decode aworld of echoesin real time.
Their faces are often distorted into gargoyle shapes that appear hideous
to us until we see them for what they are, exquisitely fashioned
instruments for beaming ultrasound in desired directions.

Although we can't hear the ultrasound pulses of these bats directly,
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we can get some idea of what is going on by means of a translating
machine or 'bat-detector'. This receives the pulses through a special
ultrasonic microphone, and turns each pulse into an audible click or
tone which we can hear through headphones. If we take such a 'bat-
detector' out to a clearing where a bat is feeding, we shall hear when
each bat pulse is emitted, although we cannot hear what the pulses
really 'sound' like. If our bat is Myotis, one of the common little brown
bats, we shall hear a chuntering of clicks at a rate of about 10 per
second as the bat cruises about on aroutine mission. Thisis about the
rate of a standard teleprinter, or a Bren machine gun.

Presumably the bat's image of the world in which it is cruising is
being updated 10 times per second. Our own visual image appearsto be
continuously updated as long as our eyes are open. We can see what it
might be like to have an intermittently updated world image, by using
a stroboscope at night. This is sometimes done at discotheques, and it
produces some dramatic effects. A dancing person appears as a suc-
cession of frozen statuesque attitudes. Obviously, thefaster we set the
strobe, the more the image corresponds to normal ‘continuous’ vision.
Stroboscopic vision 'sampling’ at the bat's cruising rate of about 10
samples per second would be nearly as good as normal ‘continuous
vision for some ordinary purposes, though not for catching aball or an
insect.

This is just the sampling rate of a bat on aroutine cruising flight.
When a little brown bat detects an insect and starts to move in on an
interception course, its click rate goes up. Faster than a machine gun, it
can reach peak rates of 200 pulses per second as the bat finally closes
in on the moving target. To mimic this, we should have to speed up
our stroboscope so that its flashes came twice as fast as the cycles of
mains electricity, which are not noticed in a fluorescent strip light.
Obviously we have no trouble in performing all our normal visual
functions, even playing squash or ping-pong, in avisua world 'pulsed'
at such ahigh frequency. If we may imagine bat brains as building up
an image of the world analogous to our visual images, the pulse rate
alone seems to suggest that the bat's echo image might be at least as
detailed and 'continuous' as our visual image. Of course, there may be
other reasons why it is not so detailed as our visual image.

If bats are capable of boosting their sampling rates to 200 pul ses per
second, why don't they keep this up all the time? Since they evidently
have a rate control 'knob' on their 'stroboscope’, why don't they turn it
permanently to maximum, thereby keeping their perception of the
world at its most acute, al the time, to meet any emergency? One
reason is that these high rates are suitable only for near targets. If apulse
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follows too hard on the heels of its predecessor it gets mixed up with
the echo of its predecessor returning from a distant target. Even if this
weren't so, there would probably be good economic reasons for not
keeping up the maximum pulse rate al the time. It must be costly
producing loud ultrasonic pulses, costly in energy, costly in wear and
tear on voice and ears, perhaps costly in computer time. A brain that is
processing 200 distinct echoes per second might not find surplus
capacity for thinking about anything else. Even the ticking-over rate of
about 10 pulses per second is probably quite costly, but much less so
than the maximum rate of 200 per second. An individual bat that
boosted its tickover rate would pay an additional price in energy, €tc.,
which would not be justified by the increased sonar acuity. When the
only moving object in the immediate vicinity is the bat itself, the
apparent world is sufficiently similar in successive tenths of seconds
that it need not be sampled more frequently than this. When the
salient vicinity includes another moving object, particularly a flying
insect twisting and turning and diving in a desperate attempt to shake
off its pursuer, the extra benefit to the bat of increasing its sample rate
more than justifies the increased cost. Of course, the considerations of
cost and benefit in this paragraph are all surmise, but something like
this almost certainly must be going on.

The engineer who sets about designing an efficient sonar or radar
device soon comes up against a problem resulting from the need to
make the pulses extremely loud. They have to be loud because when a
sound is broadcast its wavefront advances as an ever-expanding sphere.
The intensity of the sound is distributed and, in a sense, 'diluted’ over
the whole surface of the sphere. The surface area of any sphere is
proportional to the radius squared. The intensity of the sound at any
particular point on the sphere therefore decreases, not in proportion to
the distance (the radius) but in proportion to the square of the distance
from the sound source, as the wavefront advances and the sphere
swells. This means that the sound gets quieter pretty fast, asit travels
away from its source, in this case the bat.

When this diluted sound hits an object, say afly, it bounces off the
fly. Thisreflected sound now, initsturn, radiates away fromthefly in
an expanding spherical wavefront. For the same reason as in the case of
the original sound, it decays as the square of the distance from the fly.
By the time the echo reaches the bat again, the decay in itsintensity is
proportional, not to the distance of the fly from the bat, not even to the
square of that distance, but to something more like the square of the
square - the fourth power, of the distance. This means that it is very
very quiet indeed. The problem can be partially overcome if the bat
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beams the sound by means of the equivalent of a megaphone, but only
if it aready knows the direction of the target. In any case, if the bat is
to receive any reasonable echo at all from a distant target, the out-
going squeak as it leaves the bat must be very loud indeed, and the
instrument that detects the echo, the ear, must be highly sensitive to
very quiet sounds - the echoes. Bat cries, as we have seen, are indeed
often very loud, and their ears are very sensitive.

Now here is the problem that would strike the engineer trying to
design a bat-like machine. If the microphone, or ear, is as sensitive as
all that, it is in grave danger of being seriously damaged by its own
enormously loud outgoing pulse of sound. It is no good trying to
combat the problem by making the sounds quieter, for then the echoes
would be too quiet to hear. And it is no good trying to combat that by
making the microphone ('ear') more sensitive, since this would only
make it more vulnerable to being damaged by the, albeit now slightly
quieter, outgoing sounds! It is a dilemma inherent in the dramatic
difference in intensity between outgoing sound and returning echo, a
difference that is inexorably imposed by the laws of physics.

What other solution might occur to the engineer? When an
analogous problem struck the designers of radar in the Second World
War, they hit upon a solution which they called 'send/receive' radar.
The radar signals were sent out in necessarily very powerful pulses,
which might have damaged the highly sensitive aerials (American
‘antennas’) waiting for the faint returning echoes. The 'send/receive
circuit temporarily disconnected the receiving aerial just before the
outgoing pulse was about to be emitted, then switched the aerial on
again in time to receive the echo.

Bats developed 'send/receive’ switching technology long long ago,
probably millions of years before our ancestors came down from the
trees. It works as follows. In bat ears, as in ours, sound is transmitted
from the eardrum to the microphonic, sound-sensitive cells by means
of a bridge of three tiny bones known (in Latin) as the hammer, the
anvil and the stirrup, because of their shape. The mounting and
hinging of these three bones, by the way, is exactly as a hi-fi engineer
might have designed it to serve a necessary 'impedance-matching'
function, but that is ancther story. What matters here isthat some bats
have well-developed muscles attached to the stirrup and to the
hammer. When these muscles are contracted the bones don't transmit
sound so efficiently - it is as though you muted a microphone by
jamming your thumb against the vibrating diaphragm. The bat is able
to use these muscles to switch its ears off temporarily. The muscles
contract immediately before the bat emits each outgoing pulse,
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thereby switching the ears off so that they are not damaged by the loud
pulse. Then they relax so that the ear returns to maximal sensitivity
just in time for the returning echo. This send/receive switching system
works only if split-second accuracy in timing is maintained. The bat
called Tadarida is capable of alternately contracting and relaxing its
switching muscles 50 times per second, keeping in perfect synchrony
with the machine gun-like pulses of ultrasound. It is aformidable feat
of timing, comparable to a clever trick that was used in some fighter
planes during the First World War. Their machine guns fired
‘through'’ the propeller, the timing being carefully synchronized with
the rotation of the propeller so that the bullets always passed between
the blades and never shot them off.

The next problem that might occur to our engineer is the following.
If the sonar device is measuring the distance of targets by measuring
the duration of silence between the emission of a sound and its re-
turning echo - the method which Rousettus, indeed, seems to be using
- the sounds would seem to have to be very brief, staccato pulses. A
long drawn-out sound would still be going on when the echo returned,
and, evenif partially muffled by send/receive muscles, would get in the
way of detecting the echo. Ideally, it would seem, bat pulses should be
very brief indeed. But the briefer a sound is, the more difficult it isto
make it energetic enough to produce a decent echo. We seem to have
another unfortunate trade-off imposed by the laws of physics. Two
solutions might occur to ingenious engineers, indeed did occur to them
when they encountered the same problem, again in the analogous case
of radar. Which of the two solutions is preferable depends on whether
it is more important to measure range (how far away an object is from
the instrument) or velocity (how fast the object is moving relative to
the instrument). The first solution is that known to radar engineers as
‘chirp radar'.

We can think of radar signals as a series of pulses, but each pulse has
a so-called carrier frequency. This is analogous to the 'pitch’ of a pulse
of sound or ultrasound. Bat cries, as we have seen, have a pulse-
repetition rate in the tens or hundreds per second. Each one of those
pulses has a carrier frequency of tens of thousands to hundreds of
thousands of cycles per second. Each pulse, in other words, is a high-
pitched shriek. Similarly, each pulse of radar is a 'shriek' of radio
waves, with ahigh carrier frequency. The special feature of chirp radar
is that it does not have a fixed carrier frequency during each shriek.
Rather, the carrier frequency swoops up or down about an octave. If
you think of it as its sound equivalent, each radar emission can be
thought of as a swooping wolf-whistle. The advantage of chirp radar, as
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opposed to the fixed pitch pulse, is the following. It doesn't matter if
the origina chirp is still going on when the echo returns. They won't
be confused with each other. This is because the echo being detected at
any given moment will be a reflection of an earlier part of the chirp,
and will therefore have a different pitch.

Human radar designers have made good use of this ingenious tech-
nique. Is there any evidence that bats have 'discovered' it too, just as
they did the send/receive system? Well, as a matter of fact, numerous
species of bats do produce cries that sweep down, usually through
about an octave, during each cry. These wolf-whistle cries are known
as frequency modulated (FM). They appear to be just what would be
required to exploit the 'chirp radar' technique. However, the evidence
<0 far suggests that bats are using the technique, not to distinguish an
echo from the original sound that produced it, but for the more subtle
task of distinguishing echoes from other echoes. A bat livesin aworld
of echoes from near objects, distant objects and objects at all inter-
mediate distances. It has to sort these echoes out from each other. If it
gives downward-swooping, wolf-whistle chirps, the sorting is neatly
done by pitch. When an echo from a distant object finally arrives back
at the bat, it will be an 'older' echo than an echo that is simultaneously
arriving back from a near object. It will therefore be of higher pitch.
When the bat is faced with clashing echoes from several objects, it can
apply the rule of thumb: higher pitch means farther away.

The second clever idea that might occur to the engineer, especialy
one interested in measuring the speed of a moving target, is to exploit
what physicists call the Doppler Shift. This may be called the
‘ambulance effect' because its most familiar manifestation is the
sudden drop in pitch of an ambulance's siren as it speeds past the
listener. The Doppler Shift occurs whenever a source of sound (or light
or any other kind of wave) and areceiver of that sound move relative to
one another. It is easiest to think of the sound source as motionless and
the listener as moving. Assume that the siren on a factory roof is
wailing continuously, all on one note. The sound is broadcast out-
wards as a series of waves. The waves can't be seen, because they are
waves of air pressure. If they could be seen they would resemble the
concentric circles spreading outwards when we throw pebbles into the
middle of astill pond. Imagine that a series of pebblesis being dropped
in quick succession into the middle of a pond, 0 that waves are
continuously radiating out from the middle. If we moor a tiny toy boat
at some fixed point in the pond, the boat will bob up and down
rhythmically as the waves pass under it. The frequency with which the
boat bobs is analogous to the pitch of a sound. Now suppose that the
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boat, instead of being moored, is steaming across the pond, in the
general direction of the centre from which the wave circles are
originating. It will still bob up and down as it hits the successive
wavefronts. But now the frequency with which it hits waves will be
higher, sinceit is travelling towards the source of the waves. It will bob
up and down at a higher rate. On the other hand, when it has passed the
source of the waves and is travelling away the other side, the frequency
with which it bobs up and down will obviously go down.

For the samereason, if weridefast on a(preferably quiet) motorbike
past a wailing factory siren, when we are approaching the factory the
pitch will be raised: our ears are, in effect, gobbling up the waves at a
faster rate than they would if we just sat still. By the same kind of
argument, when our motorbike has passed the factory and is moving
away from it, the pitch will be lowered. If we stop moving we shall
hear the pitch of the siren as it actually is, intermediate between the
two Doppler-shifted pitches. It follows that if we know the exact pitch
of the siren, it is theoretically possible to work out how fast we are
moving towards or away from it simply by listening to the apparent
pitch and comparing it with the known 'true’ pitch.

The same principle works when the sound source is moving and the
hstener is still. That is why it works for ambulances. It is rather
implausibly said that Christian Doppler himself demonstrated his
effect by hiring a brass band to play on an open railway truck as it
rushed past his amazed audience. It is relative motion that matters,
and as far as the Doppler Effect is concerned it doesn't matter whether
we consider the sound source to be moving past the ear, or the ear
moving past the sound source. If two trains pass in opposite directions,
each travelling at 125 m.p.h., a passenger in one train will hear the
whistle of the other train swoop down through a particularly dramatic
Doppler Shift, since the relative velocity is 250 m.p.h.

The Doppler Effect is used in police radar speed-traps for motorists.
A static instrument beams radar signals down aroad. The radar waves
bounce back off the cars that approach, and are registered by the
receiving apparatus. The faster a car is moving, the higher is the
Doppler shift in frequency. By comparing the outgoing frequency with
the frequency of the returning echo the police, or rather their auto-
matic instrument, can calculate the speed of each car. If the police can
exploit the technique for measuring the speed of road hogs, dare we
hope to find that bats use it for measuring the speed of insect prey?

The answer is yes. The small bats known as horseshoe bats have
long been known to emit long, fixed-pitch hoots rather than staccato
clicks or descending wolf-whistles. When | say long, | mean long by bat
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standards. The 'hoots' are still less than a tenth of a second long. And
there is often a 'wolf-whistle' tacked onto the end of each hoot, as we
shall see. Imagine, first, a horseshoe bat giving out a continuous hum
of ultrasound as it flies fast towards a till object, like a tree. The
wavefronts will hit the tree at an accelerated rate because of the
movement of the bat towards the tree. If a microphone were concealed
in the tree, it would 'hear' the sound Doppler-shifted upwards in pitch
because of the movement of the bat. There isn't a microphone in the
tree, but the echo reflected back from the tree will be Doppler-shifted
upwardsin pitch in this way. Now, asthe echo wavefronts stream back
from the tree towards the approaching bat, the bat is still moving fast
towards them. Therefore there isafurther Doppler shift upwardsin the
bat's perception of the pitch of the echo. The movement of the bat
leads to a kind of double Doppler shift, whose magnitude is a precise
indication of the velocity of the bat relative to the tree. By comparing
the pitch of its cry with the pitch of the returning echo, therefore, the
bat (or rather its on-board computer in the brain) could, in theory,
calculate how fast it was moving towards the tree. This wouldn't tell
the bat how far away the tree was, but it might still be very useful
information, nevertheless.

If the object reflecting the echoes were not a static tree but amoving
insect, the Doppler consequences would be more complicated, but the
bat could still calculate the velocity of relative motion between itself
and its target, obviously just the kind of information a sophisticated
guided missile like ahunting bat needs. Actually some bats play atrick
that is more interesting than simply emitting hoots of constant pitch
and measuring the pitch of the returning echoes. They carefully adjust
the pitch of the outgoing hoots, in such a way as to keep the pitch of
the echo constant after it has been Doppler-shifted. As they speed
towards a moving insect, the pitch of their cries is constantly
changing, continuously hunting for just the pitch needed to keep the
returning echoes at a fixed pitch. This ingenious trick keeps the echo
at the pitch to which their ears are maximally sensitive - important
since the echoes are s0 faint. They can then obtain the necessary
information for their Doppler calculations, by monitoring the pitch at
which they are obliged to hoot in order to achieve the fixed-pitch echo.
| don't know whether man-made devices, either sonar or radar, use this
subtle trick. But on the principle that most clever ideas in this field
seem to have been developed first by bats, | don't mind betting that the
answer is yes.

It is only to be expected that these two rather different techniques,
the Doppler shift technique and the 'chirp radar' technique, would be
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useful for different specia purposes. Some groups of bats specializein
one of them, some in the other. Some groups seem to try to get the best
of both worlds, tacking an FM ‘'wolf-whistle’ onto the end (or
sometimes the beginning) of a long, constant-frequency 'hoot'.
Another curious trick of horseshoe bats concerns movements of their
outer ear flaps. Unlike other bats, horseshoe bats move their outer ear
flapsinfast alternating forward and backward sweeps. It is conceivable
that this additional rapid movement of the listening surface relative to
the target causes useful modulations in the Doppler shift, modulations
that supply additional information. When the ear is flapping towards
the target, the apparent velocity of movement towards the target goes
up. When it is flapping away from the target, the reverse happens. The
bat's brain 'knows the direction of flapping of each ear, and in
principle could make the necessary calculations to exploit the infor-
mation.

Possibly the most difficult problem of al that bats face is the danger
of inadvertent 'jamming' by the cries of other bats. Human ex-
perimenters have found it surprisingly difficult to put bats off their
stride by playing loud artificial ultrasound at them. With hindsight one
might have predicted this. Bats must have come to terms with the
jamming-avoidance problem long ago. Many species of bats roost in
enormous aggregations, in caves that must be a deafening babel of
ultrasound and echoes, yet the bats can still fly rapidly about the cave,
avoiding the walls and each other in total darkness. How does a bat
keep track of its own echoes, and avoid being misled by the echoes of
others? The first solution that might occur to an engineer is some sort
of frequency coding: each bat might have its own private frequency,
just like separate radio stations. To some extent this may happen, but
it is by no means the whole story.

How bats avoid being jammed by other bats is not well understood,
but an interesting clue comes from experiments on trying to put bats
off. It turns out that you can actively deceive some bats if you play
back to them their own cries with an artificial delay. Give them, in
other words, false echoes of their own cries. It is even possible, by
carefully controlling the electronic apparatus delaying the false echo,
to make the bats attempt to land on a 'phantom' ledge. | suppose it is
the bat equivalent of looking at the world through a lens.

It seems that bats may be using something that we could call a
'strangeness filter'. Each successive echo from a bat's own cries pro-
duces a picture of the world that makes sense in terms of the previous
picture of the world built up with earlier echoes. If the bat's brain hears
an echo from another bat's cry, and attempts to incorporate it into the
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picture of the world that it has previously built up, it will make no
sense. It will appear as though objects in the world have suddenly
jumped in various random directions. Objectsin thereal world do not
behave in'such a crazy way, so the brain can safely filter out the
apparent echo as background noise. If ahuman experimenter feeds the
bat artificially delayed or accel erated 'echoes’ of itsown cries, thefalse
echoes will make sense in terms of the world picture that the bat has
previously built up. The false echoes are accepted by the strangeness
filter because they are plausible in the context of the previous echoes.
They cause objects to seem to shift in position by only asmall amount,
which iswhat objects plausibly can be expected to do in the real world.
The bat's brain relies upon the assumption that the world portrayed by
any one echo pulse will be either the same as the world portrayed by
previouspulses, or only slightly different: theinsect being tracked may
have moved alittle, for instance.

There is a well-known paper by the philosopher Thomas Nagel
called 'What isit like to be abat?'. The paper is not so much about bats
as about the philosophical problem of imagining what it is 'like' to be
anything that we are not. The reason a bat is a particularly telling
example for a philosopher, however, is that the experiences of an
echolocating bat are assumed to be peculiarly alien and different from
our own. If you want to share a bat's experience, it is amost certainly
grossly misleading to go into a cave, shout or bang two spoons
together, consciously time the delay before you hear the echo, and
calculate from this how far the wall must be.

That is no more what it is like to be a bat than the following is a
good picture of what it is like to see colour: use an instrument to
measure the wavelength of the light that is entering your eye: if it is
long, you are seeing red, if it is short you are seeing violet or blue. It
happens to be aphysical fact that the light that we call red has alonger
wavelength than the light that we call blue. Different wavelengths
switch on the red-sensitive and the blue-sensitive photocells in our
retinas. But there is no trace of the concept of wavelength in our
subjective sensation of the colours. Nothing about ‘what it is like' to
see blue or red tells us which light has the longer wavelength. If it
matters (it usually doesn't), we just have to remember it, or (what |
always do) look it upin abook. Similarly, a bat perceives the position of
an insect using what we call echoes. But the bat surely no more thinks
in terms of delays of echoes when it perceives an insect, than we think
in terms of wavelengths when we perceive blue or red.

Indeed, if | were forced to try the impossible, to imagine what it is
like to be a bat, | would guess that echolocating, for them, might be
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rather like seeing for us. We are such thoroughly visual animals that
we hardly realize what a complicated business seeing is. Objects are
‘out there’, and we think that we 'see’ them out there. But | suspect
that really our percept is an elaborate computer model in the brain,
constructed on the basis of information coming from out there, but
transformed in the head into a form in which that information can be
used. Wavelength differences in the light out there become coded as
‘colour' differences in the computer model in the head. Shape and
other attributes are encoded in the same kind of way, encoded into a
form that is convenient to handle. The sensation of seeing is, for us,
very different from the sensation of hearing, but this cannot be'directly
dueto the physical differences between light and sound. Both light and
sound are, after all, translated by the respective sense organs into the
same kind of nerve impulses. It isimpossible to tell, from the physical
attributes of a nerve impulse, whether it is conveying information
about light, about sound or about smell. The reason the sensation of
seeing is so different from the sensation of hearing and the sensation of
smelling is that the brain finds it convenient to use different kinds of
internal model of the visual world, the world of sound and the world of
smell. It is because we internally use our visual information and our
sound information in different waysand for different purposesthat the
sensations of seeing and hearing are so different. It is not directly
because of the physical differences between light and sound.

But a bat uses its sound information for very much the same kind of
purpose as we use our visual information. It uses sound to perceive,
and continuously update its perception of, the position of objects in
three-dimensional space, just as we use light. The type of internal
computer model that it needs, therefore, is one suitable for the internal
representation of the changing positions of objects in three-
dimensional space. My point is that the form that an animal's sub-
jective experience takes will be a property of the internal computer
model. That model will be designed, in evolution, for its suitability for
useful internal representation, irrespective of the physical stimuli that
come to it from outside. Bats and we need the same kind of internal
model for representing the position of objects in three-dimensional
space. The fact that bats construct their internal model with the aid of
echoes, while we construct ours with the aid of light, is irrelevant.
That outside information is, in any case, transated into the same kind
of nerve impulses on its way to the brain.

My conjecture, therefore, is that bats 'see’ in much the same way as
we do, even though the physical medium by which the world 'out
there' is translated into nerve impulses is so different - ultrasound
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rather than light. Bats may even use the sensations that we call colour
for their own purposes, to represent differences in the world out there
that have nothing to do with the physics of wavelength, but which play
afunctional role, for the bat, similar to the role that colours play to us.
Perhaps male bats have body surfaces that are subtly textured so that
the echoes that bounce off them are perceived by females as gorgeously
coloured, the sound equivalent of the nuptial plumage of a bird of
paradise. | don't mean this just as some vague metaphor. It is possible
that the subjective sensation experienced by a female bat when she
perceives a male redly is, say, bright red: the same sensation as |
experience when | see aflamingo. Or, at least, the bat's sensation of her
mate may be no more different from my visual sensation of aflamingo,
than my visual sensation of a flamingo is different from a flamingo's
visual sensation of a flamingo.

Donad Griffin tells a story of what happened when he and his
colleague Robert Galambos first reported to an astonished conference
of zoologists in 1940 their new discovery of the facts of bat
echolocation. One distinguished scientist was so indignantly in-
credulous that

he seized Galambos by the shoulders and shook him while complaining
that we could not possibly mean such an outrageous suggestion. Radar and
sonar were still highly classified developmentsin military technology, and
the notion that bats might do anything even remotely analogous to the
latest triumphs of electronic engineering struck most people as not only
implausible but emotionally repugnant.

It is easy to sympathize with the distinguished sceptic. There is some-
thing very human in his reluctance to believe. And that, redly, saysit:
human is precisely what it is. It is precisely because our own human
senses are not capable of doing what bats do that we find it hard to
believe. Because we can only understand it at a level of artificial
instrumentation, and mathematical calculations on paper, we find it
hard to imagine a little animal doing it in its head. Yet the
mathematical calculations that would be necessary to explain the
principles of vision are just as complex and difficult, and nobody has
ever had any difficulty in believing that little animals can see. The
reason for this double standard in our scepticism is, quite simply, that
we can see and we can't echolocate.

I can imagine some other world in which a conference of learned,
and totally blind, bat-like creatures is flabbergasted to be told of
animals called humans that are actualy capable of using the newly
discovered inaudible rays called 'light', still the subject of top-secret
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military development, for finding their way about. These otherwise
humble humans are almost totally deaf (well, they can hear after a
fashion and even utter a few ponderously slow, deep drawling growls,
but they only use these sounds for rudimentary purposes like com-
municating with each other; they don't seem capable of using them to
detect even the most massive objects). They have, instead, highly
specialized organs called 'eyes for exploiting 'light' rays. The sun isthe
main source of light rays, and humans, remarkably, manage to exploit
the complex echoes that bounce off objects when light rays from the
sun hit them. They have an ingenious device called a 'lens, whose
shape appears to be mathematically calculated so that it bends these
silent rays in such a way that there is an exact one-to-one mapping
between objects in the world and an 'image’ on a sheet of cells called
the 'retina’. Theseretinal cells are capable, in some mysterious way, of
rendering the light 'audible’ (one might say), and they relay their
information to the brain. Our mathematicians have shown that it is
theoretically possible, by doing the right highly complex calculations,
to navigate safely through the world using these light rays, just as
effectively as one can in the ordinary way using ultrasound - in some
respects even more effectively! But who would have thought that a
humble human could do these calculations?

Echo-sounding by bats is just one of the thousands of examples that
| could have chosen to make the point about good design. Animals give
the appearance of having been designed by a theoretically sophisticated
and practically ingenious physicist or engineer, but there is no
suggestion that the bats themselves know or understand the theory in
the same sense as aphysicist understandsit. The bat should be thought
of as analogous to the police radar trapping instrument, not to the
person who designed that instrument. The designer of the police radar
speed-meter understood the theory of the Doppler Effect, and expressed
this understanding in mathematical equations, explicitly written out
on paper. The designer's understanding is embodied in the design of
the instrument, but the instrument itself does not understand how it
works. The instrument contains electronic components, which are
wired up so that they automatically compare two radar frequencies and
convert the result into convenient units - miles per hour. The com-
putation involved is complicated, but well within the powers of a
small box of modem electronic components wired up in the proper
way. Of course, a sophisticated conscious brain did thewiring up (or at
least designed the wiring diagram), but no conscious brain is involved
in the moment-to-moment working of the box.

Our experience of electronic technology prepares us to accept the
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idea that unconscious machinery can behave as if it understands com-
plex mathematical ideas. This idea is directly transferable to the
workings of living machinery. A bat is a machine, whose internal
electronics are so wired up that its wing muscles cause it to homein on
insects, as an unconscious guided missile homes in on an aeroplane. So
far our intuition, derived from technology, is correct. But our ex-
perience of technology aso prepares us to see the mind of a conscious
and purposeful designer in the genesis of sophisticated machinery. It is
this second intuition that is wrong in the case of living machinery. In
the case of living machinery, the 'designer’ is unconscious natural
selection, the blind watchmaker.

| hope that the reader is as awestruck as | am, and as William Paley
would have been, by these bat stories. My aim has been in one respect
identical to Paley'sam. | do not want the reader to underestimate the
prodigious works of nature and the problems we face in explaining
them. Echolocation in bats, although unknown in Paley's time, would
have served his purpose just as well as any of his examples. Paley
rammed home his argument by multiplying up his examples. He went
right through the body, from head to toe, showing how every part,
every last detail, was like the interior of a beautifully fashioned watch.
In many ways | should like to do the same, for there are wonderful
stories to be told, and | love storytelling. But there isreally no need to
multiply examples. One or two will do. The hypothesis that can
explain bat navigation is a good candidate for explaining anything in
the world of life, and if Paley's explanation for any one of his examples
was wrong we can't make it right by multiplying up examples. His
hypothesis was that living watches were literally designed and built by
amaster watchmaker. Our modern hypothesis is that the job was done
in gradual evolutionary stages by natural selection.

Nowadays theologians aren't quite so straightforward as Paley.
They don't point to complex living mechanisms and say that they are
self-evidently designed by a creator, just like a watch. But there is a
tendency to point to them and say 'It is impossible to believe' that such
complexity, or such perfection, could have evolved by natural
selection. Whenever | read such a remark, | always feel like writing
'‘Speak for yourself in the margin. There are numerous examples (I
counted 35 in one chapter) in a recent book called The Probability of
God by the Bishop of Birmingham, Hugh Montefiore. | shall use this
book for al my examples in the rest of this chapter, because it is a
sincere and honest attempt, by a reputable and educated writer, to
bring natural theology up to date. When | say honest, | mean honest.
Unlike some of his theological colleagues, Bishop Montefiore is not
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afraid to state that the question of whether God exists is a definite
question of fact. He has no truck with shifty evasions such as 'Chris-
tianity isaway of life. The question of God's existenceis eliminated: it
is a mirage created by the illusions of realism'. Parts of his book are
about physics and cosmology, and | am not competent to comment on
those except to note that he seems to have used genuine physicists as
his authorities. Would that he had done the same in the biological
parts. Unfortunately, he preferred here to consult the works of Arthur
Koestler, Fred Hoyle, Gordon Rattray-Taylor and Karl Popper! The
Bishop believes in evolution, but cannot believe that natural selection
is an adequate explanation for the course that evolution has taken
(partly because, like many others, he sadly misunderstands natural
selection to be 'random' and 'meaningless)).

He makes heavy use of what may be called the Argument from
Personal Incredulity. In the course of one chapter we find the following
phrases, in this order:

.. . there seems no explanation on Darwinian grounds . . . It isno easier to
explain ... Itishard to understand ... It isnot easy to understand ... Itis
equally difficult to explain ... | donot find it easy to comprehend ... | do
not find it easy to see ... | find it hard to understand ... it does not seem
feasibleto explain ... | cannot see how . . . neo-Darwinism seems
inadequate to explain many of the complexities of animal behaviour . . . it
isnot easy to comprehend how such behaviour could have evolved solely
through natural selection ... Itisimpossible . . . How could an organ so
complex evolve? ... Itisnot easy to see ... Itisdifficulttosee. . .

The Argument from Personal Incredulity is an extremely weak
argument, as Darwin himself noted. In some cases it is based upon
simple ignorance. For instance, one of the facts that the Bishop findsiit
difficult to understand is the white colour of polar bears.

Asfor camouflage, thisisnot always easily explicable on neo-Darwinian
premises. If polar bears are dominant in the Arctic, then there would seem
to have been no need for them to evolve awhite-coloured form of
camouflage.

This should be trandated:

| personally, off the top of my head sitting in my study, never having visited
the Arctic, never having seen apolar bear in the wild, and having been
educated in classical literature and theology, have not so far managed to
think of areason why polar bears might benefit from being white.

In this particular case, the assumption being made is that only animals
that are preyed upon need camouflage. What is overlooked is that
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predators also benefit from being concealed from their prey. Polar bears
stalk seals resting on the ice. If the seal sees the bear coming from far-
enough away, it can escape. | suspect that, if he imagines adark grizzly
bear trying to stalk seals over the snow, the Bishop will immediately
see the answer to his problem.

The polar bear argument turned out to be almost too easy to de-
molish but, in an important sense, this is not the point. Even if the
foremost authority in the world can't explain some remarkabk
biological phenomenon, this doesn't mean that it is inexplicable.
Plenty of mysteries have lasted for centuries and finally yielded to
explanation. For what it is worth, most modern biologists wouldn't
find it difficult to explain every one of the Bishop's 35 examples in
terms of the theory of natural selection, although not al of them are
quite as easy as the polar bears. But we aren't testing human ingenuity.
Even if we found one example that we couldn't explain, we should
hesitate to draw any grandiose conclusions from the fact of our own
inability. Darwin himself was very clear on this point.

There are more serious versions of the argument from personal
incredulity, versions which do not rest simply upon ignorance or lack
of ingenuity. One form of the argument makes direct use of the ex-
treme sense of wonder which we all feel when confronted with highly
complicated machinery, like the detailed perfection of the echo-
location equipment of bats. The implication is that it is somehow
self-evident that anything so wonderful as this could not possibly
have evolved by natural selection. The Bishop quotes, with approval,
G. Bennett on spider webs:

Itisimpossible for one who has watched the work for many hoursto have
any doubt that neither the present spiders of this species nor their ancestors
were ever the architects of the web or that it could conceivably have been
produced step by step through random variation; it would be as absurd to
suppose that the intricate and exact proportions of the Parthenon were
produced by piling together bits of marble.

It is not impossible at all. That is exactly what | firmly believe, and |
have some experience of spiders and their webs.

The Bishop goes on to the human eye, asking rhetorically, and with
the implication that there is no answer, 'How could an organ o
complex evolve? This is not an argument, it is simply an affirmation
of incredulity. The underlying basis for the intuitive incredulity that
we al are tempted to feel about what Darwin called organs of extreme
perfection and complication is, | think, twofold. First we have no
intuitive grasp of the immensities of time available for evolutionary
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change. Most sceptics about natural selection are prepared to accept
that it can bring about minor changes like the dark coloration that has
evolved in various species of moth since the industrial revolution. But,
having accepted this, they then point out how small a change this is.
As the Bishop underlines, the dark moth is not a new species. | agree
that thisis asmall change, no match for the evolution of the eye, or of
echolocation. But equally, the moths only took a hundred years to
make their change. One hundred years seems like a long time to us,
because it is longer than our lifetime. But to a geologist it is about a
thousand times shorter than he can ordinarily measure!

Eyes don't fossilize, so we don't know how long our type of eye took
to evolve its present complexity and perfection from nothing, but the
time available is severa hundred million years. Think, by way of
comparison, of the change that man has wrought in a much shorter
time by genetic selection of dogs. In a few hundreds, or at most
thousands, of years we have gone from wolf to Pekinese, Bulldog,
Chihuahua and Saint Bernard. Ah, but they are still dogs aren't they?
They haven't turned into adifferent 'kind' of anima? Yes, if it com-
forts you to play with words like that, you can call them all dogs. But
just think about the time involved. Let's represent the total time it
took to evolve all these breeds of dog from a wolf, by one ordinary
walking pace. Then, on the same scale, how far would you have to
walk, in order to get back to Lucy and her kind, the earliest human
fossils that unequivocally walked upright? The answer is about 2
miles. And how far would you have to walk, in order to get back to the
start of evolution on Earth? The answer is that you would have to sog
it out al the way from London to Baghdad. Think of the total quantity
of change involved in going from wolf to Chihuahua, and then
multiply it up by the number of walking paces between London and
Baghdad. This will give some intuitive idea of the amount of change
that we can expect in real natural evolution.

The second basis for our natural incredulity about the evolution of
very complex organs like human eyes and bat ears is an intuitive
application of probability theory. Bishop Montefiore quotes C. E.
Raven on cuckoos. These lay their eggs in the nests of other birds,
which then act as unwitting foster parents. Like so many biological
adaptations, that of the cuckoo is not single but multiple. Several
different facts about cuckoos fit them to their parasitic way of life. For
instance, the mother has the habit of laying in other birds nests, and
the baby has the habit of throwing the host's own chicks out of the
nest. Both habits help the cuckoo succeed in its parasitic life. Raven
goes on:



Good design 41

It will be seen that each one of this sequence of conditionsis essential for
the success of the whole. Y et each by itself is useless. The whole opus
perfectum must have been achieved simultaneously. The odds against the
random occurrence of such aseries of coincidences are, aswe have already
stated, astronomical.

Arguments such as this are in principle more respectable than the
argument based on sheer, naked incredulity. Measuring the statistical
improbability of asuggestion is the right way to go about assessing its
believability. Indeed, it is a method that we shall use in this book
several times. But you have to do it right! There are two things wrong
with the argument put by Raven. First, thereisthe familiar, and | have
to say rather irritating, confusion of natural selection with
‘randomness. Mutation is random; natural selection is the very
opposite of random. Second, it just isn't true that '‘each by itself is
useless. It isn't true that the whole perfect work must have been
achieved simultaneously. It isn't true that each part is essential for the
success of the whole. A simple, rudimentary, half-cocked eye/ear/
echolocation system/cuckoo parasitism system, etc., is better than
none at all. Without an eye you are totally blind. With half an eye you
may at least be able to detect the general direction of a predator's
movement, even if you can't focus a clear image. And this may make
al the difference between life and death. These matters will be taken
up again in more detail in the next two chapters.






CHAPTER 3

ACCUMULATING
SMALL CHANGE

We have seen that living things are too improbable and too beautifully
'designed’ to have come into existence by chance. How, then, did they
come into existence? The answer, Darwin's answer, is by gradual, step-
by-step transformations from simple beginnings, from primordial entities
sufficiently simple to have come into existence by chance. Each success-
ive change in the gradual evolutionary process was simple enough, rela-
tive to its predecessor, to have arisen by chance. But the whole sequence
of cumulative steps constitutes anything but a chance process, when you
consider the complexity of the final end-product relative to the original
starting point. The cumulative process is directed by nonrandom
survival. The purpose of this chapter is to demonstrate the power of this
cumulative selection as a fundamentally nonrandom process.

If you walk up and down a pebbly beach, you will notice that the
pebbles are not arranged at random. The smaller pebbles typically tend to
be found in segregated zones running along the length of the beach, the
larger ones in different zones or stripes. The pebbles have been sorted,
arranged, selected. A tribe living near the shore might wonder at this
evidence of sorting or arrangement in the world, and might develop a
myth to account for it, perhaps attributing it to a Great Spirit in the sky
with atidy mind and a sense of order. We might give a superior smile at
such a superstitious notion, and explain that the arranging was really
done by the blind forces of physics, in this case the action of waves. The
waves have no purposes and no intentions, no tidy mind, no mind at all.
They just energetically throw the pebbles around, and big pebbles and
small pebbles respond differently to this treatment o they end up at
different levels of the beach. A smal amount of order has come out of
disorder, and no mind planned it.

43
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The waves and the pebbles together constitute a simple example of a
system that automatically generates non-randomness. The world is
full of such systems. The simplest example | can think of is a hole.
Only objects smaller than the hole can pass through it. This means
that if you start with arandom collection of objects above the hole, and
some force shakes and jostles them about at random, after awhile the
objects above and below the hole will come to be nonrandomly sorted.
The space below the hole will tend to contain objects smaller than the
hole, and the space above will tend to contain objects larger than the
hole. Mankind has, of course, long exploited this simple principle for
generating non-randomness, in the useful device known as the sieve.

The Solar System is a stable arrangement of planets, comets and
debris orbiting the sun, and it is presumably one of many such orbiting
systems in the universe. The nearer a satellite is to its sun, the faster it
has to travel if it is to counter the sun's gravity and remain in stable
orbit. For any given orbit, there is only one speed at which a satellite
can travel and remain in that orbit. If it were travelling at any other
velocity, it would either move out into deep space, or crash into the
Sun, or move into another orbit. And if we look at the planets of our
solar system, lo and behold, every single one of them is travelling at
exactly theright velocity to keep it in its stable orbit around the Sun. A
blessed miracle of provident design? No, just another natural 'sieve'.
Obviously al the planets that we see orbiting the sun must be
travelling at exactly the right speed to keep them in their orbits, or we
wouldn't see them there because they wouldn't be there! But equally
obvioudly this is not evidence for conscious design. It isjust another
kind of sieve.

Sieving of this order of simplicity is not, on its own, enough to
account for the massive amounts of nonrandom order that we see in
living things. Nowhere near enough. Remember the analogy of the
combination lock. The kind of non-randomness that can be generated
by simple sieving is roughly equivalent to opening a combination lock
with only one dial: it is easy to open it by sheer luck. The kind of non-
randomness that we see in living systems, on the other hand, is
equivalent to a gigantic combination lock with an almost uncountable
number of dials. To generate a biological molecule like haemoglobin,
the red pigment in blood, by simple sieving would be equivalent to
taking all the amino-acid building blocks of haemoglobin, jumbling
them up at random, and hoping that the haemoglobin molecule would
reconstitute itself by sheer luck. The amount of luck that would be
required for this feat is unthinkable, and has been used as a telling
mind-boggier by Isaac Asimov and others.
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A haemoglobin molecule consists of four chains of amino acids
twisted together. Let us think about just one of these four chains. It
consists of 146 amino acids. There are 20 different kinds of amino acids
commonly found in living things. The number of possible ways of
arranging 20 kinds of thing in chains 146 linkslong is an inconceivably
large number, which Asimov calls the 'haemoglobin number'. It is easy
to calculate, but impossible to visualize the answer. The first link in
the 146-long chain could be any one of the 20 possible amino acids.
The second link could also be any one of the 20, so the number of
possible 2-link chainsis 20 x 10, or 400. The number of possible 3-link
chains is 20 x 20 x 20, or 8,000. The number of possible 146-link
chainsis 20 timesitself 146 times. Thisis astaggeringly large number.
A million isa 1 with 6 noughts after it. A billion 11,000 million) isa
1 with 9 noughts after it. The number we seek, the 'haemoglobin
number', is (near enough) a 1 with 190 noughts after it! This is the
chance against happening to hit upon haemoglobin by luck. And a
haemoglobin molecule has only aminute fraction of the complexity of
aliving body. Simple sieving, on its own, is obviously nowhere near
capable of generating the amount of order in aliving thing. Sieving is
an essential ingredient in the generation of living order, but it isvery
far from being the whole story. Something else is needed. To explain
the point, | shall need to make a distinction between 'single-step'
selection and 'cumulative' selection. The simple sieves we have been
considering s0 far in this chapter are all examples of single-step
selection. Living organization is the product of cumulative selection.

The essentia difference between single-step selection and
cumulative selection is this. In single-step selection the entities
selected or sorted, pebbles or whatever they are, are sorted once and for
al. In cumulative selection, on the other hand, they ‘reproduce’; or in
some other way the results of one sieving process are fed into a
subsequent sieving, which isfed into . . ., and so on. The entities are
subjected to selection or sorting over many 'generations' in succession.
The end-product of one generation of selection is the starting point for
the next generation of selection, and so on for many generations. It is
natural to borrow such words as 'reproduce’ and 'generation’, which
have associations with living things, because living things are the
main examples we know of things that participate in cumulative
selection. They may in practice be the only things that do. But for the
moment | don't want to beg that question by saying so outright.

Sometimes clouds, through the random kneading and carving of the
winds, come to look like familiar objects. There is a much published
photograph, taken by the pilot of asmall aeroplane, of what looks abit
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liketheface of Jesus, staring out of the sky. We have all seen cloudsthat
reminded us of something - a sea horse, say, or a smiling face. These
resemblances come about by single-step selection, that is to say by a
Single coincidence. They are, consequently, not very impressive. The
resemblance of the signs of the zodiac to the animals after which they
arenamed, Scorpio, Leo, and so on, isas unimpressive asthepredictions
of astrologers. We don't feel overwhelmed by theresemblance, asweare
by biological adaptations - the products of cumulative selection. We
describeasweird, uncanny or spectacular, theresemblance of, say, aleaf
insect to a leaf or a praying mantis to a cluster of pink flowers. The
resemblanceof acloud toaweaselisonly mildly diverting, barely worth
calling to the attention of our companion. Moreover, we arequitelikely
to change our mind about exactly what the cloud most resembles.

Hamlet. Doyou seeyonder cloud that'samost in shape of acamel?
Polonius. By themass, and 'tislikeacamel, indeed.

Hamlet. Methinksitislikeaweasdl.

Polonius. Itisbackedlikeaweasd.

Hamlet. Orlikeawhale?

Polonius. Verylikeawhale.

| don't know who it was first pointed out that, given enough time, a
monkey bashing away at random on a typewriter could produce all the
works of Shakespeare. The operative phraseis, of course, given enough
time. Let us limit the task facing our monkey somewhat. Suppose
that he has to produce, not the complete works of Shakespeare but just
the short sentence 'Methinks it is like a weasel', and we shall make it
relatively easy by giving him atypewriter with a restricted keyboard,
one with just the 26 (capital) letters, and a space bar. How long will he
take to write this onelittle sentence?

The sentence has 28 characters in it, s0 let us assume that the
monkey has a series of discrete 'tries, each consisting of 28 bashes at the
keyboard. If he types the phrase correctly, that is the end of the
experiment. If not, we allow him another 'try' of 28 characters. | don't
know any monkeys, but fortunately my 11-month old daughter is an
experienced randomizing device, and she proved only too eager to step
into the role of monkey typist. Here is what she typed on the computer:

UMMK JK CDZZ F ZD DSDSKSM

S SS FMCV PU | DDRGLKDXRRDO
RDTE QDWFDVIOY UDSKZWDCCVYT
H CHVY NMGNBAYTDFCCVD D
RCDFYYYRM N DFSKD LD K WDWK
JIKAUIZMZI UXDKIDISFUMDKUDXI
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She has other important calls on her time, so | was obliged to program
the computer to simulate a randomly typing baby or monkey:

WDLDMNLT DTJBKWIRZREZLMQCO P

Y YVMQKZPGIXWVHGLAWFVCHQY OPY
MWR SWTNUXMLCDLEUBXTQHNZVJQF
FU OVAODVYKDGXDEKYVMOGGS VT
HZQZDSFZIHIVPHZPETPWVOVPMZGF
GEWRGZRPBCTPGQMCKHFDBGW ZCCF

And s0 on and on. It isn't difficult to calculate how long we should
reasonably'expect to wait for the random computer (or baby or monk-
ey) totype METHINKSIT ISLIKE A WEASEL. Think about the total
number of possible phrases of the right length that the monkey or baby
or random computer could type. It is the same kind of calculation as
we did for haemoglobin, and it produces asimilarly large result. There
are 27 possible letters (counting 'space’ as one letter) in the first
position. The chance of the monkey happening to get the first letter-M
-right istherefore 1 in 27. The chance of it getting the first two letters
— ME - right is the chance of it getting the second letter - E-right (1 in
27) given that it has also got the first letter - M -right, therefore 1/27
x /27, which equals 1/729. The chance of it getting the first word -
METHINKS- right is /27 for each of the 8 letters, therefore (1/27) X
(1/27) x (1/27) x (1/27). .., etc. 8 times, or (1/27) to the power 8. The
chance of it getting the entire phrase of 28 charactersright is (1/27) to
the power 28, i.e. (1/27) multiplied by itself 28 times. These are very
small odds, about 1 in 10,000 million million million million million
million. To put it mildly, the phrase we seek would be a long time
coming, to say nothing of the complete works of Shakespeare.

So much for single-step selection of random variation. What about
cumulative selection; how much more effective should this be? Very
very much more effective, perhaps more 0 than we at first realize,
although it is almost obvious when we reflect further. We again use
our computer monkey, but with a crucial difference in its program. It
again begins by choosing a random sequence of 28 letters, just as
before:

WDLMNLTDTIBKWIRZREZLMQCOP

It now 'breeds from' this random phrase. It duplicates it repeatedly,
but with a certain chance of random error - 'mutation’ - in the
copying. The computer examines the mutant nonsense phrases, the
‘progeny’ of the original phrase, and chooses the one which, however
dlightly, most resembles the target phrase, METHINKS IT ISLIKE A
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WEASEL. In this instance the winning phrase of the next 'generation'
happened to be:

WDLTMNLTDTIBSWIRZREZLMQCOP

Not an obvious improvement! But the procedure is repeated, again
mutant 'progeny' are 'bred from' the phrase, and a new 'winner' is
chosen. Thisgoes on, generation after generation. After 10 generations,
the phrase chosen for 'breeding' was:

MDLDMNLS ITJISWHRZREZ MECS P
After 20 generations it was:
MELDINLS IT ISWPRKE Z WECSEL

By now, the eye of faith fancies that it can see a resemblance to the
target phrase. By 30 generations there can be no doubt:

METHINGS IT ISWLIKE B WECSEL
Generation 40 takes us to within one letter of the target:
METHINKS IT IS LIKE | WEASEL

And the target was finally reached in generation 43. A second run of
the computer began with the phrase:

Y YVMQKZPHXWVHGLAWFVCHQXYOPY,
passed through (again reporting only every tenth generation):

Y YVMQKSPFTXWSHLIKEFV HQY SPY
YETHINKSPITXISHLIKEFA WQY SEY
METHINKS IT ISSLIKE A WEFSEY
METHINKS IT ISBLIKE A WEASES
METHINKS IT ISILIKE A WEASEO
METHINKS IT IS LIKE A WEASEP

and reached the target phrase in generation 64. m a third run the
computer started with:

GEWRGZRPBCTPGQMCKHFDBGW ZCCF

and reached METHINKS IT IS LIKE A WEASEL in 41 generations of
selective 'breeding'.

The exact time taken by the computer to reach the target doesn't
matter. If you want to know, it completed the whole exercise for me,
the first time, while | was out to lunch. It took about half an hour.
(Computer enthusiasts may think this unduly slow. The reason is that
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the program was writtenin BASIC, a sort of computer baby-talk. When
| rewroteit in Pascal, it took 11 seconds.) Computers are a bit faster at
this kind of thing than monkeys, but the difference really isn't
significant. What mattersis the difference between the time taken by
cumulative selection, and the time which the same computer, work-
ing flat out at the same rate, would take to reach the target phrase if it
were forced to use the other procedure of single-step selection: about a
million million million million million years. This is more than a
million million million times as long as the universe has so far existed.
Actually it would be fairer just to say that, in comparison with the
time it would take either a monkey or a randomly programmed com-
puter to type our target phrase, the total age of the universe so far isa
negligibly small quantity, so small as to be well within the margin of
error for thissort of back-of -an-envel opecal cul ation. Whereasthetime
taken for a computer working randomly but with the constraint of
cumulative selection to perform the same task is of the same order as
humans ordinarily can understand, between 11 seconds and the timeit
takes to have lunch.

There is a big difference, then, between cumulative selection (in
which each improvement, however dight, is used as abasis for future
building), and single-step selection (in which each new 'try" is afresh
one). If evolutionary progress had had to rely on single-step selection, it
would never have got anywhere. If, however, there was any way in
which the necessary conditions for cumulative selection could have
been set up by the blind forces of nature, strange and wonderful might
have been the consegquences. As a matter of fact that is exactly what
happened on this planet, and we ourselves are among the most recent,
if not the strangest and most wonderful, of those consequences.

It is amazing that you can ill read calculations like my
haemoglobin calculation, used as though they constituted arguments
against Darwin's theory. The people who do this, often expert in their
own field, astronomy or whatever it may be, seem sincerely to believe
that Darwinism explains living organization in terms of chance -
'single- step selection’ - alone. This belief, that Darwinian evolution is
‘random’, is not merely false. It is the exact opposite of the truth.
Chance is a minor ingredient in the Darwinian recipe, but the most
important ingredient is cumulative selection which is quintessentially
nonrandom.

Clouds are not capable of entering into cumulative selection. There
is no mechanism whereby clouds of particular shapes can spawn
daughter clouds resembling themselves. If there were such a
mechanism, if a cloud resembling aweasel or acamel could giveriseto
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a lineage of othel clouds of roughly the same shape, cumulative
sel ection would have the opportunity to get going. Of course, clouds do
break up and form 'daughter' clouds sometimes, but this isn't enough
for cumulative selection. It is adso necessary that the 'progeny' of any
given cloud should resemble its 'parent’ more than it resembles any old
'‘parent' in the 'population’. This vitally important point is apparently
misunderstood by some of the philosophers who have, in recent years,
taken an interest in the theory of natural selection. It isfurther necess-
ary that the chances of a given cloud's surviving and spawning copies
should depend upon its shape. Maybe in some distant galaxy these
conditions did arise, and the result, if enough millions of years have
gone by, is an ethereal, wispy form of life. This might make a good
science fiction story - The White Cloud, it could be called - but for our
purposes a computer model like the monkey/Shakespeare model is
easier to grasp.

Although the monkey/Shakespeare model is useful for explaining
the distinction between single-step selection and cumulative
selection, it is misleading in important ways. One of these is that, in
each generation of selective 'breeding’, the mutant 'progeny' phrases
were judged according to the criterion of resemblance to a distant ideal
target, the phrase METHINKS IT ISLIKE A WEASEL. Lifeisn't like
that. Evolution has no long-term goal. There is no long-distance target,
nofinal perfection to serve as acriterion for selection, although human
vanity cherishes the absurd notion that our species is the final goal of
evolution. Inreal life, the criterion for selection is always short-term,
either smple survival or, more generally, reproductive success. If, after
the aeons, what looks like progress towards some distant goal seems,
with hindsight, to have been achieved, this is always an incidental
consequence of many generations of short-term selection. The
'‘watchmaker' that is cumulative natural selection is blind to the
future and has no long-term goal.

We can change our computer model to take account of this point.
We can also make it more realistic in other respects. L etters and words
are peculiarly human manifestations, so let's make the computer draw
pictures instead. Maybe we shall even see animal-like shapes evolving
in the computer, by cumulative selection of mutant forms. We shan't
prejudge the issue by building-in specific animal pictures to start with.
We want them to emerge solely as a result of cumulative selection of
random mutations.

In real life, the form of each individual animal is produced by
embryonic development. Evolution occurs because, in successive
generations, there are dight differences in embryonic development.
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These differences come about because of changes (mutations - this is
the small random element in the process that | spoke of) in the genes
controlling development. In our computer model, therefore, we must
have something equivalent to embryonic development, and something
equivalent to genes that can mutate. There are many waysin which we
could meet these specifications in a computer model. | chose one and
wrote a program that embodied it. | shall now describe this computer
model, because | think it is revealing. If you don't know anything
about computers, just remember that they are machines that do ex-
actly what you tell them but often surprise you in the result. A list of
instructions for a computer is called a program (this is standard
American spelling, and it is dso recommended by the Oxford
Dictionary: the alternative, ‘programme’, commonly used in Britain,
appearsto be aFrenchified affectation).

Embryonic development is far too elaborate a process to simulate
redistically on a small computer. We must represent it by some
simplified analogue. We must find a simple picture-drawing rule that
the computer can easily obey, and which can then be made to vary
under the influence of 'genes. What drawing rule shall we choose?
Textbooks of computer science often illustrate the power of what they
call 'recursive’ programming with a simple tree-growing procedure.
The computer starts by drawing a single vertical line. Then the line
branches into two. Then each of the branches splits into two sub-
branches. Then each of the sub-branches splits into sub-sub-branches,
and 0 on. It is 'recursive’ because the same rule (in this case a
branching rule) is applied locally all over the growing tree. No matter
how big the tree may grow, the same branching rule goes on being
applied at the tips of all its twigs.

The 'depth’ of recursion, means the number of sub-sub-. .. branches
that are allowed to grow, before the processis brought to ahalt. Figure
2 shows what happens when you tell the computer to obey exactly the
same drawing rule, but going on to various depths of recursion. At high
levels of recursion the pattern becomes quite elaborate, but you can
easily see in Figure 2 that it is still produced by the same very simple
branching rule. Thisis, of course, just what happensin areal tree. The
branching pattern of an oak tree or an apple free looks complex, but it
really isn't. The basic branching rule is very smple. It is because it is
applied recursively at the growing tips all over the tree - branches
make sub-branches, then each sub-branch makes sub-sub-branches,
and so on - that the whole tree ends up large and bushy.

Recursive branching is also a good metaphor for the embryonic
development of plants and animals generally. | don't mean that animal
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Figure 2

embryos look like branching trees. They don't. But all embryos grow
by cell division. Cells always split into two daughter cells. And genes
aways exert their final effects on bodies by means of local influences
on cells, and on the two-way branching patterns of cell division. An
animal's genes are never agrand design, ablueprint for the whole body.
The genes, as we shall see, are more like a recipe than like a blueprint;
and arecipe, moreover, that is obeyed not by the developing embryo as
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awhole, but by each cell or each local cluster of dividing cells. I'm not
denying that the embryo, and later the adult, has a large-scale form.
But this large-scale form emerges because of lots of little local cellular
effects al over the developing body, and these local effects consist
primarily of two-way branchings, in the form of two-way cell
splittings. It is by influencing these local events that genes ultimately
exert influences on the adult body.

The simple branching rule for drawing trees, then, looks like a
promising analogue for embryonic development. Accordingly, we wrap
it up in a little computer procedure, label it DEVELOPMENT, and
prepare to embed it in a larger program labelled EVOLUTION. As a
first step towards writing this larger program, we now turn our
attention to genes. How shall we represent 'genes in our computer
model? Genesin real life do two things. They influence development,
and they get passed on to future generations. In real animals and plants
there are tens of thousands of genes, but we shall modestly limit our
computer model to nine. Each of the nine genes is simply represented
by anumber in the computer, which will be called itsvalue. The value
of a particular gene might be, say 4, or -7.

How shall we make these genes influence development? There are
lots of things they could do. The basic idea is that they should exert
some minor quantitative influence on the drawing rule that is DE-
VELOPMENT. For instance, one gene might influence the angle of
branching, another might influence the length of some particular
branch. Another obvious thing for agene to do is to influence the depth
of the recursion, the number of successive branchings. | made Gene 9
havethiseffect. Y ou canregard Figure 2, therefore, asapicture of seven
related organisms, identical to each other except with respect to Gene
9. | shan't spell out in detail what each one of the other eight genes
does. You can get a general idea of the kinds of things they do by
studying Figure 3. In the middle of the picture is the basic tree, one of
the ones from Figure 2. Encircling this central tree are eight others. All
are the same as the central tree, except that one gene, a different gene
in each of the eight, has been changed - 'mutated’. For instance, the
picture to the right of the central tree shows what happens when Gene
5 mutates by having +1 added to its value. If there'd been room, I'd
have liked to print aring of 18 mutants around the central tree. The
reason for wanting 18 is that there are nine genes, and each one can
mutate in an 'upward' direction (1 is added to its value) or in a 'down-
ward' direction (1 is subtracted from its value). So aring of 18 trees
would be enough to represent all possible single-step mutants that you
can derive from the one centra tree.
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Gene 1 - Gene 9 - Gene | +
Gene 5 - Basic tree Gene S +

Gene 7 - Gene 9 + Gene 7 +

Figure 3

Each of these trees has its own, unique 'genetic formula, the
numerical values of its nine genes. | haven't written the genetic
formulae down, because they wouldn't mean anything to you, in them-
selves. That is true of real genes too. Genes only start to mean some-
thing when they are translated, via protein synthesis, into growing-
rules for a developing embryo. And in the computer model too, the
numerical values of the nine genes only mean something when they
are trandated into growing rules for the branching tree pattern. But
you can get an idea of what each gene does by comparing the bodies of
two organisms known to differ with respect to a certain gene.
Compare, for instance, the basic tree in the middle of the picture with
the two trees on either side, and you'll get some idea of what Gene 5
does.

This, too, is exactly what real-life geneticists do. Geneticists
normally don't know how genes exert their effects on embryos. Nor do
they know the complete genetic formula of any animal. But by
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comparing the bodies of two adult animals that are known to differ
according to a single gene, they can see what effects that single gene
has. It is more complicated than that, because the effects of genes
interact with each other in ways that are more complicated than
simple addition. Exactly the same is true of the computer trees. Very
much so, as later pictures will show.

You will notice that all the shapes are symmetrical about aleft/right
axis. This is a constraint that | imposed on the DEVELOPMENT
procedure. | did it partly for aesthetic reasons; partly to economize on
the number of genes necessary (if genes didn't exert mirror-image
effectson the two sides of the tree, we'd need separate genesfor the left
and the right sides); and partly because | was hoping to evolve
animal-like shapes, and most animal bodies are pretty symmetrical.
For the same reason, from now on | shall stop calling these creatures
'trees, and shall call them 'bodies or 'biomorphs. Biomorph is the
name coined by Desmond Morris for the vaguely animal-like shapesin
his surrealist paintings. These paintings have a special place in my
affections, because one of them was reproduced on the cover of my first
book. Desmond Morris claims that his biomorphs ‘evolve' in his mind,
and that their evolution can be traced through successive paintings.

Back to the computer biomorphs, and the ring of 18 possible
mutants, of which a representative eight are drawn in Figure 3. Since
each member of the ring is only one mutational step away from the
central biomorph, it is easy for us to see them as children of the central
parent. We have our analogue of REPRODUCTION, which, like DE-
VELOPMENT, we can wrap up in another small computer program,
ready to embed in our big program called EVOLUTION. Note two
things about REPRODUCTION. First, there is no sex; reproduction is
asexudl. | think of the biomorphs as female, therefore, because asexual
animals like greenfly are nearly always basically female in form. Sec-
ond, my mutations are dl constrained to occur one at a time. A child
differs from its parent at only one of the nine genes, moreover, all
mutation occurs by +1 or —1 being added to the value of the
corresponding parental gene. These arejust arbitrary conventions: they
could have been different and still remained biologically realistic.

The same is not true of the following feature of the model, which
embodies a fundamental principle of biology. The shape of each child
is not derived directly from the shape of the parent. Each child gets its
shape from the values of its own nine genes (influencing angles, dis-
tances, and 0 on). And each child gets its nine genes from its parent's
nine genes. This is just what happens in real life. Bodies don't get
passed down the generations; genes do. Genes influence embryonic
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development of the body in which they are sitting. Then those same
genes either get passed on to the next generation or they don't. The
nature of the genes is unaffected by their participation in bodily de-
velopment, but their likelihood of being passed on may be affected by
the success of the body that they helped to create. Thisiswhy, inthe
computer model, it is important that the two procedures called
DEVELOPMENTandREPRODUCTION arewrittenastwowatertight
compartments. They are watertight except that REPRODUCTION
passes gene values across to DEVELOPMENT, where they influence
the growing rules. DEVELOPMENT most emphatically does not pass
gene values back to REPRODUCTION - that would be tantamount to
‘Lamarckism' (seeChapter 11).

We have assembled our two program modules, then, labelled
DEVELOPMENT and REPRODUCTION. REPRODUCTION passes
genes down the generations, with the possibility of mutation. DE-
VELOPMENT takes the genes provided by REPRODUCTION in any
given generation, and translates those genes into drawing action, and
hence into a picture of a body on the computer screen. The time has
come to bring the two modules together in the big program called
EVOLUTION.

EVOLUTION basically consists of endless repetition of REPRO-
DUCTION. In every generation, REPRODUCTION takes the genes
that are supplied to it by the previous generation, and hands them on to
the next generation but with minor random errors - mutations. A
mutation simply consists in +1 or —1 being added to the value of a
randomly chosen gene. This means that, as the generations go by, the
total amount of genetic difference from the original ancestor can be-
come very large, cumulatively, one small step at atime. But although
the mutations are random, the cumulative change over the generations
is not random. The progeny in any one generation are different from
their parent in random directions. But which of those progeny is
selected to go forward into the next generation is not random. This is
where Darwinian selection comes in. The criterion for selection is not
the genes themselves, but the bodies whose shape the genes influence
through DEVELOPMENT.

In addition to being REPRODUCED, the genes in each generation
arealso handed to DEVEL OPMENT, which growsthe appropriate body
on the screen, following its own strictly laid-down rules. In every
generation, a whole 'litter' of ‘children’ (i.e. individuals of the next
generation) is displayed. All these children are mutant children of the
same parent, differing from their parent with respect to one gene each.
This very high mutation rate is a distinctly unbiological feature of the
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computer model. Inred life, the probability that agene will mutateis
often less than one in a million. The reason for building a high
mutation rate into the model is that the whole performance on the
computer screen isfor the benefit of human eyes, and humans haven't
the patience to wait a million generations for a mutation!

The human eye has an active role to play in the story. It is the
selecting agent. It surveys the litter of progeny and chooses one for
breeding. The chosen one then becomes the parent of the next
generation, and a litter of its mutant children are displayed
simultaneously on the screen. The human eye is here doing exactly
what it doesin the breeding of pedigree dogs or prize roses. Our model,
in other words, is strictly a model of artificial selection, not natural
selection. The criterion for 'success is not the direct criterion of
survival, asit isin true natural selection. In true natural selection, if a
body has what it takes to survive, its genes automatically survive
because they are inside it. So the genes that survive tend to be, auto-
matically, those genes that confer on bodies the qualities that assist
them to survive. In the computer model, on the other hand, the
selection criterion is not survival, but the ability to appeal to human
whim. Not necessarily idle, casual whim, for we can resolve to select
consistently for some quality such as 'resemblance to a weeping
willow'. In my experience, however, the human selector is more often
capricious and opportunistic. This, too, is not unlike certain kinds of
natural selection.

The human tells the computer which one of the current litter of
progeny to breed from. The genes of the chosen one are passed across to
REPRODUCTION, and a new generation begins. This process, like
real-life evolution, goes on indefinitely. Each generation of biomorphs
is only a single mutational step away from its predecessor and its
successor. But after 100 generations of EVOLUTION, the biomorphs
can be anything up to 100 mutational steps away from their origina
ancestor. And in 100 mutational steps, much can happen.

| never dreamed how much, when | first started to play with my
newly written EVOLUTION program. The main thing that surprised
me was that the biomorphs can pretty quickly cease to look like trees.
The basic two-way branching structure is always there, but it is easily
smothered as lines cross and recross one another, making solid masses
of colour (only black and white in the printed pictures). Figure 4 shows
one particular evolutionary history consisting of no more than 29
generations. The ancestor is atiny creature, a single dot. Although the
ancestor's body is a dot, like a bacterium in the primeval slime, hidden
inside'it is the potential for branching in exactly the pattern of the
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central tree of Figure 3: it isjust that its Gene 9 tells it to branch zero
times! All the creatures pictured on the page are descended from the
dot but, in order to avoid cluttering the page, | haven't printed al the
descendants that | actually saw. I've printed only the successful child
of each generation (i.e. the parent of the next generation) and one or
two of its unsuccessful sisters. So, the picture basically shows just the
one main line of evolution, guided by my aesthetic selection. All the
stages in the main line are shown.

Let's briefly go through the first few generations of the main line of
evolution in Figure 4. The dot becomesaY in generation 2. In the next
two generations, the Y becomes larger. Then the branches become
dlightly curved, like awell-made catapult. In generation 7, the curveis
accentuated, so that the two branches almost meet. The curved
branches get bigger, and each acquires a couple of small appendagesin
generation 8. In generation 9 these appendages are lost again, and the
stem of the catapult becomes longer. Generation 10 looks like a
section through a flower; the curved side-branches resemble petals
cupping a central appendage or 'stigma’. In generation 11, the same
'flower' shape has become bigger and dightly more complicated.

I won't pursue the narrative. The picture speaks for itself, on
through the 29 generations. Notice how each generation isjust alittle
different from its parent and from its sisters. Since each is a little
different from its parent, it is only to be expected that each will be
dightly more different from its grandparents (and its grandchildren),
and even more different still from its great grandparents (and great
grandchildren). This is what cumulative evolution is all about,
athough, because of our high mutation rate, we have speeded it up
here to unrealistic rates. Because of this. Figure 4 looks more like a
pedigree of species than a pedigree of individuals, but the principle is
the same.

When | wrate the program, | never thought that it would evolve
anything more than a variety of tree-like shapes. | had hoped for
weeping willows, cedars of Lebanon, Lombardy poplars, seaweeds,
perhaps deer antlers. Nothing in my biologist's intuition, nothing in
my 20 years experience of programming computers, and nothing in
my wildest dreams, prepared me for what actually emerged on the
screen. | can't remember exactly when in the sequence it first began to
dawn on me that an evolved resemblance to something like an insect
was possible. With a wild surmise, | began to breed, generation after
generation, from whichever child looked most like an insect. My
incredulity grew in parallel with the evolving resemblance. You see
the eventual results at the bottom of Figure 4. Admittedly they have
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eight legs like a spider, instead of six like an insect, but even so! | till

cannot conceal from you my feeling of exultation as | first watched

these exquisite creatures emerging before my eyes. | distinctly heard

the triumphal opening chords of Also spiach Zaiathustia (the '2001

theme') in my mind. | couldn't eat, and that night 'my' insects
swarmed behind my eyelids as | tried to sleep.

There are computer games on the market in which the player has
the illusion that he is wandering about in an underground labyrinth,
which has a definite if complex geography and in which he encounters
dragons, minotaurs or other mythic adversaries. In these games the
monsters are rather few in number. They are all designed by a human
programmer, and s0 is the geography of the labyrinth. In the evolution
game, whether the computer version or the real thing, the player (or
observer) obtains the same feeling of wandering metaphorically
through alabyrinth of branching passages, but the number of possible
pathwaysis all but infinite, and the monsters that one encounters are
undesigned and unpredictable. On my wanderings through the
backwatersof Biomorph Land, | have encountered fairy shrimps, Aztec
temples, Gothic church windows, aboriginal drawings of kangaroos,
and, on one memorable but unrecapturable occasion, a passable
caricature of the Wykeham Professor of Logic. Figure 5 is another little
collection from my trophy room, all of which developed in the same
kind of way. | want to emphasize that these shapes are not artists
impressions. They have not been touched-up or doctored in any way
whatever. They are exactly as the computer drew them when they
evolved inside it. The role of the human eye was limited to selecting,
among randomly mutated progeny over many generations of
cumulative evolution.

We now have a much more realistic model of evolution than the
monkeys typing Shakespeare gave us. But the biomorph model is still
deficient. It shows us the power of cumulative selection to generate an
amost endless variety of quasi-biological form, but it uses artificial
selection, not natural selection. The human eye does the selecting.
Could we dispense with the human eye, and make the computer itself
do the selecting, on the basis of some biologically realistic criterion?
This is more difficult than it may seem. It is worth spending a little
time explaining why.

Itistrivially easy to select for aparticular genetic formula, so long
as you can read the genes of al the animals. But natural selection
doesn't choose genes directly, it chooses the effects that genes have on
bodies, technically called phenotypic effects. The human eyeisgood at
choosing phenotypic effects, as is shown by the numerous breeds of
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Man in hat Lunar lander Precision balance
Caddis Scorpion Cat's cradle Tree frog
Spitfire Crossed sabres Bee-flower Shelled cephalopod
Insect Lamp Jumping spider Bat

Figure 5

dogs, cattle and pigeons, and also, if | may say 0, asis shown by Figure
5. To make the computer choose phenotypic effects directly, we
should have to write a very sophisticated pattern-recognition program.
Pattern-recognizing programs exist. They are used to read print and
even handwriting. But they are difficult, 'state of the art' programs,
needing very large and fast computers. Even if such a pattern-
recognition program were not beyond my programming capabilities,
and beyond the capacity of my little 64-kilobyte computer, | wouldn't
bother with it. This is a task that is better done by the human eye,
together with - and this is more to the point - the 10-giganeurone
computer inside the skull.

It wouldn't be too difficult to make the computer select for vague
general features like, say, tall-thinness, short-fatness, perhaps
curvaceousness, spikiness, even rococo ornamentation. One method
would be to program the computer to remember the kinds of qualities
that humans have favoured in the past, and to exert continued
selection of the same general kind in the future. But this isn't getting
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us any closer to simulating natural selection. The important point is
that nature doesn't need computing power in order to select, except in
specia cases like peahens choosing peacocks. In nature, the usual
selecting agent is direct, stark and simple. It is the grim reaper. Of
course, the reasons for survival are anything but simple - that is why
natural selection can build up animals and plants of such formidable
complexity. But there is something very crude and simple about death
itself. And nonrandom death is all it takes to select phenotypes, and
hence the genes that they contain, in nature.

To simulate natural selection in an interesting way in the computer,
we should forget about rococo ornamentation and all other visually
defined qualities. We should concentrate, instead, upon simulating
nonrandom death. Biomorphs should interact, in the computer, with a
simulation of a hostile environment. Something about their shape
should determine whether or not they survive in that environment.
Idedlly, the hostile environment should include other evolving
biomorphs: 'predators, 'prey’, 'parasites, 'competitors. The particular
shape of a prey biomorph should determine its vulnerability to being
caught, for example, by particular shapes of predator biomorphs. Such
criteria of vulnerability should not be built in by the programmer.
They should emerge, in the same kind of way as the shapes themselves
emerge. Evolution in the computer would then really take off, for the
conditions would be met for a self-reinforcing ‘arms race' (see Chapter
7), and | dare not speculate where it would all end. Unfortunately, |
think it may be beyond my powers as a programmer to set up such a
counterfeit world.

If anybody is clever enough to do it, it would be the programmers
who develop those noisy and vulgar arcade games - Space Invaders
derivatives. In these programs a counterfeit world is simulated. It has a
geography, often in three dimensions, and it has a fast-moving time
dimension. Entities zoom around in simulated three-dimensional
space, colliding with each other, shooting each other down,
swallowing each other amid revolting noises. So good can the
simulation be that the player handling the joystick receives a powerful
illusion that he himself is part of the counterfeit world. | imagine that
the summit of this kind of programming is achieved in the chambers
used to train aeroplane and spacecraft pilots. But even these programs
are small-fry compared to the program that would have to be written to
simulate an emerging arms race between predators and prey, embedded
in a complete, counterfeit ecosystem. It certainly could be done, how-
ever. If there is a professional programmer out there who feels like
collaborating on the chalenge, | should like to hear from him or her.
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Meanwhile, there is something else that is much easier, and which |
intend trying when summer comes. | shal put the computer in a shady
place in the garden. The screen can display in colour. | already have a
version of the program which uses afew more 'genes' to control colour,
in the same kind of way as the other nine genes control shape. | shall
begin with any more-or-less compact and brightly coloured biomorph.
The computer will simultaneously display a range of mutant progeny
of the biomorph, differing from it in shape and/or colour pattern. |
believe that bees, butterflies and other insects will visit the screen, and
‘choose’ by bumping into a particular spot on the screen. When a
certain number of choices have been logged, the computer will wipe
the screen clean, 'breed’ from the preferred biomorph, and display the
next generation of mutant progeny.

| have high hopes that, over alarge number of generations, the wild
insects will actually cause the evolution, in the computer, of flowers. If
they do, the computer flowers will have evolved under exactly the
same selection pressure as caused real flowers to evolve in the wild. |
am encouraged in my hope by the fact that insects frequently visit
bright blobs of colour on women's dresses (and also by more systematic
experiments that have been published). An alternative possibility,
which | would find even more exciting, is that the wild insects might
cause the evolution of insect-like shapes. The precedent for this - and
hence the reason for hope - is that bees in the past caused the
evolution of bee-orchids. Male bees, over many generations of
cumulative orchid evolution, have built up the bee-like shape through
trying to copulate with flowers, and hence carrying pollen. Imagine the
'bee-flower' of Figure 5 in colour. Wouldn't you fancy it if you were a
bee?

My main reason for pessimism is that insect vision works in a very
different way from ours. Video-screens are designed for human eyes
not bee eyes. This could easily mean that, although both we and bees
see bee-orchids, in our very different ways, as bee-like, bees might not
see video-screen images at al. Bees might see nothing but 625
scanning lines! Still, it is worth a try. By the time this book is
published, | shall know the answer.

There is a popular cliche, usualy uttered in the tones Stephen
Potter would have called 'plonking’, which says that you cannot get
out of computers any more than you put in. Other versions are that
computers only do exactly what you tell them to, and that therefore
computers are never creative. The cliche is true only in a crashingly
trivia sense, the same sense in which Shakespeare never wrote any-
thing except what hisfirst schoolteacher taught him to write— words. |
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programmed EVOLUTION into the computer, but | did not plan 'my’
insects, nor the scorpion, nor the spitfire, nor the lunar lander. | had
not the dlightest inkling that they would emerge, which is why
‘emerge’ is theright word. True, my eyes did the selecting that guided
their evolution, but at every stage | was limited to a small clutch of
progeny offered up by random mutation, and my selection 'strategy’,
such as it was, was opportunistic, capricious and short-term. | was not
aiming for any distant target, and nor does natural selection.

| can dramatize this by discussing the onetimewhen | did try toaim
for a distant target. First | must make a confession. You will have
guessed it anyway. The evolutionary history of Figure 4 is a recon-
struction. It was not the first time | had seen 'my’ insects. When they
originally emerged to the sound of trumpets, | had no means of re-
cording their genes. There they were, sitting on the computer screen,
and | couldn't get at them, couldn't decipher their genes. | delayed
switching the computer off while | racked my brain trying to think of
some way of saving them, but there was none. The genes were too
deeply buried, just asthey areinreal life. | could print out pictures of
the insects bodies, but | had lost their genes. | immediately modified
the program so that in future it would keep accessible records of
genetic formulae, but it was too late. | had lost my insects.

| set about trying to 'find' them again. They had evolved once, o it
seemed that it must be possible to evolve them again. Like the lost
chord, they haunted me. | wandered through Biomorph Land, moving
through an endless landscape of strange creatures and things, but |
couldn't find my insects. | knew that they must be lurking there
somewhere. | knew the genes from which the origina evolution had
started. | had apicture of my insects' bodies. | even had a picture of the
evolutionary sequence of bodies leading up to my insects by slow
degrees from a dot ancestor. But | didn't know their genetic formula

Y ou might think that it would have been easy enough to reconstruct
the evolutionary pathway, but it wasn't. The reason, which | shall
come back to, is the astronomical number of possible biomorphs that a
sufficiently long evolutionary pathway can offer, even when there are
only nine genes varying. Severa times on my pilgrimage through
Biomorph Land | seemed to come close to a precursor of my insects,
but, then, in spite of my best efforts as a selecting agent, evolution
went off on what proved to be a false trail. Eventually, during my
evolutionary wanderings through Biomorph Land - the sense of
triumph was scarcely less than on the first occasion -1 finally cornered
them again. | didn't know (still don't) if these insects were exactly the
same as my original, 'lost chords of Zarathustra insects, or whether
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they were superficially ‘convergent' (see next chapter), but it was good
enough. This time there was no mistake: | wrote down the genetic
formula, and now | can 'evolve' insects whenever | want.

Yes| am piling on the dramaa bit, but there is a serious point being
made. The point of the story is that even though it was | that pro-
grammed the computer, telling it in great detail what to do,
nevertheless | didn't plan the animals that evolved, and | was totally
surprised by them when | first saw their precursors. So powerlesswas |
to control the evolution that, even when | very much wanted to retrace
aparticular evolutionary pathway it proved all but impossible to do so.
| don't believe | would ever have found my insects again if | hadn't had
a printed picture of the complete set of their evolutionary precursors,
and even then it was difficult and tedious. Does the powerlessness of
the programmer to control or predict the course of evolution in the
computer seem paradoxical ? Does it mean that something mysterious,
even mystical was going on inside the computer? Of course not. Nor is
there anything mystical going on in the evolution of real animals and
plants. We can use the computer model to resolve the paradox, and
learn something about real evolution in the process.

To anticipate, the basis of the resolution of the paradox will turn out
to be asfollows. Thereisadefinite set of biomorphs, each permanently
sitting in its own unique place in a mathematical space. It is
permanently sitting there in the sense that, if only you knew its
genetic formula, you could instantly find it; moreover, its neighbours
in this specia kind of space are the biomorphs that differ from it by
only one gene. Now that | know the genetic formulaof my insects, | can
reproduce them at will, and | can tell the computer to ‘evolve' towards
them from any arbitrary starting point. When you first evolve a new
creature by artificial selection in the computer model, it feels like a
cregtive process. So it is, indeed. But what you are really doing is
finding the creature, for it is, in a mathematical sense, already sitting
in its own place in the genetic space of Biomorph Land. Thereason it is
atruly creative process is that finding any particular creature is extre-
mely difficult, simply and purely because Biomorph Land is very very
large, and the total number of creatures sitting there is al but infinite.
It isn't feasible just to search aimlessly and at random. You have to
adopt some more efficient - creative - searching procedure.

Some people fondly believe that chess-playing computers work by
internally trying out all possible combinations of chess moves. They
find this belief comforting when a computer beats them, but their
belief is utterly false. There are far too many possible chess moves: the
search-space is hillions of times too large to allow blind stumbling to
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succeed. The art of writing a good chess program is thinking of
efficient short cuts through the search-space. Cumulative selection,
whether artificial selection as in the computer model or natural
selection out there in the real world, is an efficient searching pro-
cedure, and its consequences look very like creative intelligence. That,
after dl, iswhat William Paley's Argument from Design was all about.
Technically, al that we are doing, when we play the computer
biomorph game, is finding animals that, in a mathematical sense, are
waiting to be found. What it feels like is a process of artistic creation.
Searching a small space, with only a few entities in it, doesn't
ordinarily feel like a creative process. A child's game of hunt the
thimble doesn't feel creative. Turning things over at random and
hoping to stumble on the sought object usually works when the space
to be searched is small. As the search-space gets larger, more and more
sophisticated searching procedures become necessary. Effective
searching procedures become, when the search-space is sufficiently
large, indistinguishable from true creativity.

The computer biomorph models make these points well, and they
congtitute an instructive bridge between human creative processes,
such as planning a winning strategy at chess, and the evolutionary
creativity of natural selection, the blind watchmaker. To see this, we
must develop the idea of Biomorph Land as a mathematical 'space’, an
endless but orderly vista of morphologica variety, but one in which
every creature is sitting in its correct place, waiting to be discovered.
The 17 creatures of Figure 5 are arranged in no special order on the
page. But in Biomorph Land itself each occupies its own unigue pos-
ition, determined by its genetic formula, surrounded by its own particu-
lar neighbours. All the creatures in Biomorph Land have a definite
spatial relationship one to another. What does that mean? What
meaning can we attach to spatial position?

The space we are talking about is genetic space. Each animal has its
own position in genetic space. Near neighbours in genetic space are
animals that differ from one another by only a single mutation. In
Figure 3, the basic tree in the centre is surrounded by 8 of its 18
immediate neighbours in genetic space. The 18 neighbours of an
animal are the 18 different kinds of children that it can giveriseto, and
the 18 different kinds of parent from which it could have come, given
the rules of our computer model. At one remove, each animal has 324
(18 x 18, ignoring back-mutations for simplicity) neighbours, the set of
its possible grandchildren, grandparents, aunts or nieces. At one re-
move again, each animal has 5832 (18 x 18 x 18) neighbours, the sat
of possible great grandchildren, great grandparents, first cousins, etc.
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What is the point of thinking in terms of genetic space? Where does
it get us? The answer is that it provides us with a way to understand
evolution as a gradual, cumulative process. In any one generation,
according to the rules of the computer model, it is possible to move
only a single step through genetic space. In 29 generations it isn't
possible to move farther than 29 steps, in genetic space, away from the
starting ancestor. Every evolutionary history consists of a particular
pathway, or trajectory, through genetic space. For instance, the
evolutionary history recorded in Figure 4 is a particular winding
trajectory through genetic space, connecting a dot to an insect, and
passing through 28 intermediate stages. It is this that | mean when |
talk metaphorically about ‘wandering' through Biomorph Land.

| wanted to try to represent this genetic space in the form of a
picture. The trouble is, pictures are two-dimensional. The genetic
space in which the biomorphs sit is not two-dimensional space. It isn't
even three-dimensional space. It is nine-dimensional space! (The im-
portant thing to remember about mathematics is not to be frightened.
It isn't as difficult as the mathematical priesthood sometimes pre-
tends. Whenever | fedl intimidated, | aways remember Silvanus
Thompson's dictum in Calculus Made Easy: "What one fool can do,
another can'.) If only we could draw in nine dimensionswe could make
each dimension correspond to one of the nine genes. The position of a
particular animal, say the scorpion or the bat or the insect, isfixed in
genetic space by the numerical value of its nine genes. Evolutionary
change consists of a step by step walk through nine-dimensional
space. The amount of genetic difference between one animal and
another, and hence the time taken to evolve, and the difficulty of
evolving from one to the other, is measured as the distance in nine-
dimensional space from one to the other.

Alas, we can't draw in nine dimensions. | sought away of fudging it,
of drawing a two-dimensional picture that conveyed something of
what it feels like to move from point to point in the nine-dimensional
genetic space of Biomorph Land. There are various possible ways in
which this could be done, and | chose one that | call the triangle trick.
Look at Figure 6. At the three corners of the triangle are three
arbitrarily chosen biomorphs. The one at the top is the basic tree, the
one on the left is one of 'my' insects, and the one on the right has no
name but | thought it looked pretty. Like al biomorphs, each of these
three has its own genetic formula, which determines its unique pos-
ition in nine-dimensional genetic space.

The triangle lies on a flat two-dimensional 'plane’ that cuts through
the nine-dimensional hypervolume (what one fool can do, another .
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Figure 6

can). Theplaneislikeaflat piece of glass stuck through ajelly. Onthe
glass is drawn the triangle, and also some of the biomorphs whose
genetic formul ae entitle them to sit on that particular flat plane. What
is it that entitles them? This is where the three biomorphs at the
corners of the triangle come in. They are called the anchor biomorphs.

Remember that the whole idea of 'distance' in genetic 'space’ isthat
genetically similar biomorphs are near neighbours, genetically
different biomorphs are distant neighbours. On this particular plane,
the distances are all calculated with reference to the three anchor
biomorphs. For any given point on the sheet of glass, whether inside
thetriangle or outside it, the appropriate genetic formulafor that point
is calculated as a 'weighted average' of the genetic formulae of the
three anchor biomorphs. You will already have guessed how the
weighting is done. It is done by the distances on the page, more
precisely the nearnesses, from the point in question to the three
anchor biomorphs. So, the nearer you are to the insect on the plane, the
more insect-like are the local biomorphs. Asyou move aong the glass
towards the tree, the 'insects gradually become less insect-like and
more tree-like. If you walk into the centre of the triangle the animals
that you find there, for instance the spider with a Jewish
seven-branched candelabra on its head, will be various 'genetic com-
promises between the three anchor biomorphs.

But this account gives altogether too much prominence to the three
anchor biomorphs. Admittedly the computer did use them to calculate
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the appropriate genetic formula for every point on the picture. But
actually any three anchor points on the plane would have done the
trick just as well, and would have given identical results. For this
reason, in Figure 7 | haven't actually drawn the triangle. Figure 7 is
exactly the same kind of picture as Figure 6. It just shows adifferent
plane. The same insect is one of the three anchor points, this time the
right-hand one. The other anchor points, in this case, are the spitfire
and the bee-flower, both as seen in Figure 5. On this plane, too, you
will notice that neighbouring biomorphs resemble each other more
than distant biomorphs. The spitfire, for instance, is part of a squadron
of similar aircraft, flying in formation. Because the insect is on both
sheets of glass, you can think of the two sheets as passing, at an angle,
through each other. Relativeto Figure 6, the plane of Figure 7 issaid to
be 'rotated about' the insect.

Figure 7

The elimination of the triangle is an improvement to our method,
because it was a distraction. It gave undue prominence to three par-
ticular points in the plane. We still have one further improvement to
make. In Figures 6 and 7, spatial distance represents genetic distance,
but the scaling is all distorted. One inch upwards is not necessarily
equivalent to one inch across. To remedy this, we must choose our
three anchor biomorphs carefully, so that their genetic distances, one
from the other, are al the same. Figure 8 does just this. Again the
triangle is not actually drawn. The three anchors are the scorpion from
Figure 5, the insect again (we have yet another ‘rotation about' the
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insect), and the rather nondescript biomorph at the top. These three
biomorphs are all 30 mutations distant from each other. This means
that it is equally easy to evolve from any one to any other one. In all
three cases, a minimum of 30 genetic steps must be taken. The little
blips along the lower margin of Figure 8 represent units of distance
measured in genes. You can think of it as a genetic ruler. The ruler
doesn't only work in the horizontal direction. You can tilt it in any
direction, and measure the genetic distance, and hence the minimum
evolution time, between any point on the plane and any other (annoy -
ingly, that isnot quite true on the page, because the computer's printer
distorts proportions, but this effect is too trivial to make afuss about,
although it does mean that you will get slightly the wrong answer if
you simply count blips on the scale).

GO
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Figure 8

These two-dimensional planes cutting through nine-dimensional
genetic space give some feeling for what it means to walk through
Biomorph Land. To improve that feeling, you have to remember that
evolution is not restricted to one flat plane. On a true evolutionary
walk you could 'drop through', at any time, to another plane, for
instance from the plane of Figure 6 to the plane of Figure 7 (in the
vicinity of the insect, where the two planes come close to each other).

| said that the ‘genetic ruler' of Figure 8 enables us to calculate the
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minimum time it would take to evolve from one point to another. So it
does, given the restrictions of the original model, but the emphasis is
on the word minimum. Since the insect and the scorpion are 30 genetic
units distant from one ancther, it takes only 30 generations to evolve
from one to the other if you never take a wrong turning, if, that is, you
know exactly what genetic formula you are heading towards, and how
to steer towards it. In rea-life evolution there is nothing that
corresponds to steering towards some distant genetic target.

Let's now use the biomorphs to return to the point made by the
monkeys typing Hamlet, the importance of gradual, step-by-step
change in evolution, as opposed to pure chance. Begin by relabelling
the graticules along the bottom of Figure 8, but in different units.
Instead of measuring distance as 'number of genes that have to change
in evolution', we are going to measure distance as 'odds of happening
to jump the distance, by sheer luck, in a single hop'. To think about
this, we now have to relax one of the restrictions that | built into the
computer game: we shall end by seeing why | built that restriction in
in the first place. The restriction was that children were only 'allowed'
to be one mutation distant from their parents. In other words, only one
gene was alowed to mutate at a time, and that gene was alowed to
changeits 'value' only by +1 or -1. By relaxing the restriction, we are
now allowing any number of genes to mutate simultaneously, and they
can add any number, positive or negative, to their current value.
Actually, that is too great a relaxation, since it allows genetic values
to range from minus infinity to plus infinity. The point is adequately
made if we restrict gene values to single figures, that is if we allow
them to range from -9 to +9.

So, within these wide limits, we are theoretically alowing
mutation, at a stroke, in a single generation, to change any com-
bination of the nine genes. Moreover, the value of each gene can
change any amount, so long as it doesn't stray into double figures.
What does this mean? It means that, theoretically, evolution can jump,
in asingle generation, from any point in Biomorph Land to any other.
Not just any point on one plane, but any point in the entire nine-
dimensional hypervolume. If, for instance, you should want to jumpin
one fell swoop from theinsect to thefox in Figure 5, here is the recipe.
Add the following numbers to the values of Genes 1 to 9, respectively:
-2,2,2,-2,2,0,-4,-1,1. But since we are talking about random jumps,
all points in Biomorph Land are equally likely as destinations for one
of these jumps. So, the odds against jumping to any particular des-
tination, say the fox, by sheer luck, are easy to calculate. They are
simply the total number of biomorphs in the space. Asyou can see, we
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are embarking on another of those astronomical calculations. There
are nine genes, and each of them can take any of 19 values. So the total
number of biomorphsthat we couldjumptoinasinglestepis 19 times
itself 9 times over: 19 to the power 9. This works out as about half a
trillion biomorphs. Paltry compared with Asimov's 'haemoglobin
number', but still what | would call alarge number. If you started from
the insect, and jumped like a demented flea half a trillion times, you
could expect to arrive at the fox once.

What is al this telling us about real evolution? Once again, it is
ramming home the importance of gradual, step-by-step change. There
have been evolutionists who have denied that gradualism of this kind
is necessary in evolution. Our biomorph calculation shows us exactly
one reason why gradual, step-by-step change isimportant. When | say
that you can expect evolution to jump from the insect to one of its
immediate neighbours, but not to jump from the insect directly to the
fox or the scorpion, what | exactly mean is the following. If genuinely
random jumps really occurred, then a jump from insect to scorpion
would be perfectly possible. Indeed it would be just as probable as a
jump from insect to one of itsimmediate neighbours. But it would also
be just as probable as ajump to any other biomorph in the land. And
there's the rub. For the number of biomorphs in the land is half a
trillion, and if no one of them is any more probable as a destination
than any other, the odds of jumping to any particular one are small
enough to ignore.

Notice that it doesn't help us to assume that there is a powerful
nonrandom 'selection pressure’. 1t wouldn't matter if you'd been prom-
ised a king's ransom if you achieved a lucky jump to the scorpion.
The odds against your doing so are still half atrillion to one. But if,
instead of jumping you walked, one step at atime, and were given one
small coin as areward every time you happened to take a step in the
right direction, you would reach the scorpion in avery short time. Not
necessarily in the fastest possible time of 30 generations, but very fast,
nevertheless. Jumping could theoretically get you the prizefaster -ina
single hop. But because of the astronomical odds against success, a
series of small steps, each one building on the accumulated success of
previous steps, is the only feasible way.

The tone of my previous paragraphs is open to a misunderstanding
which | must dispel. It sounds, once again, as though evolution dealsin
distant targets, homing in on things like scorpions. Aswe have seen, it
never does. But if we think of our target as anything that would
improve survival chances, the argument till works. If an animal is a
parent, it must be good enough to survive at least to adulthood. It is
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possible that a mutant child of that parent might be even better at
surviving. But if a child mutates in a big way, so that it has moved a
long distance away from its parent in genetic space, what are the odds
of its being better than its parent? The answer is that the odds against
are very large indeed. And the reason is the one we have just seen with
our biomorph model. If the mutational jump we are considering is a
very large one, the number of possible destinations of that jump is
astronomically large. And because, aswe saw in Chapter 1, the number
of different ways of being dead is so much greater than the number of
different ways of being alive, the chances are very high that a big
random jump in genetic space will end in death. Even a small random
jump in genetic space is pretty likely to end in death. But the smaller
the jump theless likely death is, and the morelikely isit that thejump
will result in improvement. We shall return to this theme in a later
chapter.

That isasfar as| want to go in drawing moralsfrom Biomorph Land.
| hope that you didn't find it too abstract. There is another
mathematical space filled, not with nine-gened biomorphs but with
flesh and blood animals made of billions of cells, each containing tens
of thousands of genes. This is not biomorph space but rea genetic
space. The actual animals that have ever lived on Earth are a tiny
subset of the theoretical animals that could exist. These real animals
are the products of a very small number of evolutionary trajectories
through genetic space. The vast majority of theoretical trajectories
through animal space give rise to impossible monsters. Real animals
are dotted around here and there among the hypothetical monsters,
each perched in its own unique place in genetic hyperspace. Each real
animal is surrounded by a little cluster of neighbours, most of whom
have never existed, but a few of whom are its ancestors, its des-
cendants and its cousins.

Sitting somewhere in this huge mathematical space are humans and
hyenas, amoebas and aardvarks, flatworms and squids, dodos and di-
nosaurs. In theory, if we were skilled enough at genetic engineering,
we could move from any point in anima space to any other point.
From any starting point we could move through the maze in such a
way as to recreate the dodo, the tyrannosaur and trilobites. If only we
knew which genes to tinker with, which bits of chromosome to
duplicate, invert or delete. | doubt if we shall ever know enough to do
it, but these dear dead creatures are lurking there forever in their
private corners of that huge genetic hypervolume, waiting to be found
if we but had the knowledge to navigate the right course through the
maze. We might even be able to evolve an exact reconstruction of a
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dodo by selectively breeding pigeons, though we'd have to live a
million years in order to complete the experiment. But when we are
prevented from making a journey in reality, the imagination is not a
bad substitute. For those, like me, who are not mathematicians, the
computer can be a powerful friend to the imagination. Like
mathematics, it doesn't only stretch the imagination. It also dis-
ciplines and controls it.






CHAPTER 4

MAKINGTRACKSTHROUGH
ANIMAL SPACE

As we saw in Chapter 2, many people find it hard to believe that
something like the eye, Paley'sfavourite example, so complex and well
designed, with so many interlocking working parts, could have arisen
from small beginnings by agradual series of step-by-step changes. Let's
return to the problem in the light of such new intuitions as the
biomorphs may have given us. Answer the following two questions:

1 Could the human eye have arisen directly from no eye at al, in a
single step?

2. Could the human eye have arisen directly from something slightly
different from itself, something that we may call X?

The answer to Question 1 isclearly adecisiveno. The oddsagainst a
'ves answer for questions like Question 1 are many billions of times
greater than the number of atoms in the universe. It would need a
gigantic and vanishingly improbable leap across genetic hyperspace.
The answer to Question 2 is equally clearly yes, provided only that the
difference between the modern eye and its immediate predecessor X is
sufficiently small. Provided, in other words, that they are sufficiently
close to one another in the space of al possible structures. If the
answer to Question 2 for any particular degree of differenceisno, al
we have to do is repeat the question for a smaller degree of difference.
Carry on doing this until we find a degree of difference sufficiently
small to give us a 'yes answer to Question 2.

X is defined as something very like a human eye, sufficiently
similar that the human eye could plausibly have arisen by a single
ateration in X. If you have a mental picture of X and you find it

77



78 The Blind Watchmaker

implausible that the human eye could have arisen directly from it, this
simply means that you have chosen the wrong X. Make your mental
picture of X progressively more like a human eye, until you find an X
that you do find plausible as an immediate predecessor to the human
eye. There has to be one for you, even if your idea of what is plausible
may be more, or less, cautious than mine!

Now, having found an X such that the answer to Question 2 is yes,
we apply the same question to X itself. By the same reasoning we must
conclude that X could plausibly have arisen, directly by a single
change, from something slightly different again, which wemay call X".
Obviously we can then trace X' back to something dse dlightly
different fromit, X", and so on. By interposing alarge enough series of
Xs, we can derive the human eye from something not slightly different
from itself but very different from itself. We can ‘walk’ alarge distance
across 'animal space', and our move will be plausible provided we take
small-enough steps. We are now in a position to answer a third
question.

3. Isthere a continuous series of Xs connecting the modem human eye
to a state with no eye at all?

It seems to me clear that the answer has to be yes, provided only
that we allow ourselves a sufficiently large series of Xs. Y ou might feel
that 1,000 Xs is ample, but if you need more steps to make the total
transition plausible in your mind, simply allow yourself to assume
10,000 Xs. And if 10,000 is not enough for you, allow yourself 100,000,
and so on. Obviously the available time imposes an upper ceiling on
this game, for there can be only one X per generation. In practice the
question therefore resolves itself into: Has there been enough time for
enough successive generations? We can't give a precise answer to the
number of generations that would be necessary. What we do know is
that geological time is awfully long. Just to give you an idea of the
order of magnitude we are talking about, the number of generations
that separate us from our earliest ancestors is certainly measured in
the thousands of millions. Given, say, ahundred million Xs, we should
be able to construct a plausible series of tiny gradations linking a
human eye to just about anything!

So far, by a process of more-or-less abstract reasoning, we have
concluded that there is a series of imaginable Xs, each sufficiently
similar to its neighbours that it could plausibly turn into one of its
neighbours, the whole series linking the human eye back to no eye at
alL But we dill haven't demonstrated that it is plausible that this
series of Xs actually existed. We have two more questions to answer.
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4. Considering each member of the series of hypothetical Xs con-
necting the human eye tono eye at al, isit plausible that every one
of them was made available by random mutation of its predecessor?

Thisisreally aquestion about embryology, not genetics; and it isan
entirely separate question from the one that worried the Bishop of
Birmingham and others. Mutation has to work by modifying the ex-
isting processes of embryonic development. It is arguable that certain
kinds of embryonic process are highly amenable to variation in certain
directions, recalcitrant to variation in others. | shall return to this
matter in Chapter 11, so here I'll just stress again the difference be-
tween small change and large. The smaller the change you postulate,
the smaller the difference between X" and X', the more embryo-
logically plausible is the mutation concerned. In the previous chapter
we saw, on purely statistical grounds, that any particular large
mutation is inherently less probable than any particular small
mutation. Whatever problems may be raised by Question 4, then, we
can at least see that the smaller we make the difference between any
given X' and X", the smaller will be the problems. My feeling is that,
provided the difference between neighbouring intermediates in our
series leading to the eye is sufficiently small, the necessary mutations
are almost bound to be forthcoming. We are, after al, aways talking
about minor quantitative changes in an existing embryonic process.
Remember that, however complicated the embryologica status quo
may be in any given generation, each mutational change in the status
guo can be very small and simple.

We have one final question to answer:

5. Considering each member of the series of Xs connecting the human
eye to no eye at al, isit plausible that every one of them worked
sufficiently well that it assisted the survival and reproduction of the
animals concerned?

Rather oddly, some people have thought that the answer to this
question is a self-evident 'no’. For instance, | quote from Francis
Hitching's book of 1982 called The Neck of the Giraffe or Where
Darwin Went Wrong. | could have quoted basically the same words
from amost any Jehovah’s Witness tract, but | choose this book be-
cause a reputable publisher (Pan Books Ltd) saw fit to publish it,
despite a very large number of errors which would quickly have been
spotted if an unemployed biology graduate, or indeed undergraduate,
had been asked to glance through the manuscript. (My favourites, if
you'll indulge me just two in-jokes, are the conferring of a knighthood
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on Professor John Maynard Smith, and the description of Professor
Ernst Mayr, that eloquent and most unmathematical arch-critic of
mathematical genetics, as 'the high priest' of mathematical genetics.)

For the eye to work the following minimum perfectly coordinated steps
have to take place (there are many others happening simultaneously, but
even agrossly simplified description isenough to point up the problemsfor
Darwinian theory). The eye must be clean and moist, maintained in this
state by the interaction of the tear gland and movable eydlids, whose
eyelashesaso act asa crudefilter against the sun. The light then passes
through asmall transparent section of the protective outer coating (the
cornea), and continuesviaalenswhich focusesit on the back of theretina.
Here 130 million light-sensitive rodsand cones cause photochemical
reactionswhich transform the light into electrical impulses. Some 1,000
million of these are transmitted every second, by meansthat are not
properly understood, to a brain which then takes appropriate action.

Now it isquite evident that if the slightest thing goes wrong en route-it
the corneaisfuzzy, or the pupil failsto dilate, or thelens becomes opague,
or thefocussing goeswrong— then arecognizableimageisnot formed. The
eye either functionsasawhole, or not at all. So how did it come to evolve
by slow, steady, infinitesimally small Darwinianimprovements?Isit realy
plausible that thousands upon thousands of lucky chance mutations
happened coincidentally so that the lens and the retina, which cannot work
without each other, evolved in synchrony? What survival value can there be
in an eye that doesn't sec?

This remarkable argument is very frequently made, presumably
because people want to believe its conclusion. Consider the statement
that 'if the slightest thing goeswrong ... if thefocusing goeswrong . . .
arecognizable image is not formed'. The odds cannot be far from 50/50
that you are reading these words through glass lenses. Take them off
and look around. Would you agree that 'a recognizable image is not
formed'? If you are male, the odds are about 1 in 12 that you are
colourblind. You may well be astigmatic. It is not unlikely that, with-
out glasses, your vision is a misty blur. One of today's most distin-
guished (though not yet knighted) evolutionary theorists so seldom
cleans his glasses that his vision is probably a misty blur anyway, but
he seems to get along pretty well and, by his own account, he used to
play a mean game of monocular squash. If you have lost your glasses, it
may be that you upset your friends by failing to recognize them in the
street. But you yourself would be even more upset if somebody said to
you: 'Since your vision is now not absolutely perfect, you might as
well go around with your eyes tight shut until you find your glasses
again.' Yet that is essentially what the author of the passage | have
quoted is suggesting.
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He aso states, as though it were obvious, that the lens and the retina
cannot work without each other. On what authority? Someone close to
me has had a cataract operation in both eyes. She has no lensesin her eyes
at all. Without glasses she couldn't even begin to play lawn tennisor aim
arifle. But she assures me that you are far better off with alendess eye
than with no eye at all. You can tell if you are about to walk into awall or
another person. If you were awild creature, you could certainly use your
lensless eye to detect the looming shape of a predator, and the direction
from which it was approaching. In a primitive world where some
creatures had no eyes at al and others had lensless eyes, the ones with
lensless eyes would have al sorts of advantages. And there is a continu-
ous series of Xs, such that each tiny improvement in sharpness of image,
from swimming blur to perfect human vision, plausibly increases the
organism's chances of surviving.

The book goes on to quote 'Stephen Jay Gould, the noted Harvard
palaeontologist, as saying:

We avoid the excellent question, What good is 5 percent of an eye? by arguing
that the possessor of such an incipient structure did not use it for sight.

An ancient animal with 5 per cent of an eye might indeed have used it for
something other than sight, but it seems to me at least as likely that it
used it for 5 per cent vision. And actually | don't think it is an excellent
question. Vision that is 5 per cent as good as yours or mine is very much
worth having in comparison with no vision at all. Sois 1 per cent vision
better than total blindness. And 6 per cent is better than 5, 7 per cent
better than 6, and o on up the gradual, continuous series.

This kind of problem has worried some people interested in animals
that gain protection from predators by 'mimicry'. Stick insects look like
sticks and so are saved from being eaten by birds. Leaf insects look like
leaves. Many edible species of butterfly gain protection by resembling
NOXious or poisonous species. These resemblances are far more impress-
ive than the resemblance of clouds to weasels. In many cases they are
more impressive than the resemblance of 'my' insects to red insects.
Real insects, after dl, have six legs, not eight! Real natural selection has
had a least a million times as many generations as | had, in which to
perfect the resemblance.

We use the word 'mimicry" for these cases, not because we think that
the animals consciously imitate other things, but because natural
selection has favoured those individuals whose bodies were mistaken for
other things. To put it another way, ancestors of stick insects that did not
resemble sticks did not leave descendants. The German-American
geneticist Richard Goldschmidt is the most distinguished of those who
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have argued that the early evolution of such resemblances could not
have been favoured by natural selection. As Gould, an admirer of
Goldschmidt, said of dung-mimicking insects: 'can there be any edge
inlooking 5 per cent like aturd?' Largely through Gould'sinfluence, it
has recently become fashionable to say that Goldschmidt was under-
rated in his own lifetime, and that he really has much to teach us. Here
is a sample of his reasoning.

Ford speaks ... of any mutation which chancesto give a 'remote
resemblance’ to amore protected species, fromwhich some advantage,
however dight, might accrue. We must ask how remote the resemblance
can be to have sdlective value. Can wereally assume that the birds and
monkeys and also mantids are such wonderful observers (or that some very
clever onesamong them are) to notice a'remote’ resemblance and be
repelled by it? 1 think that thisisasking too much.

Such sarcasm ill becomes anybody on the shaky ground that
Goldschmidt here treads. Wonderful observers? Very clever ones
among them? Anybody would think the birds and monkeys benefited
from being fooled by the remote resemblance! Goldschmidt might
rather have said: 'Can we redly assume that the birds, etc. are such
poor observers (or that some very stupid ones among them are)?
Nevertheless, there is a real dilemma here. The initial resemblance of
the ancestral stick insect to a stick must have been very remote. A bird
would need extremely poor vision to be fooled by it. Yet the re-
semblance of a modem stick insect to a stick is marvellously good,
down to the last fine details of fake buds and leaf-scars. The birds
whose selective predation put the finishing touches to their evolution
must, at least collectively, have had excellently good vision. They
must have been extremely hard to fool, otherwise the insects would
not have evolved to become as perfect mimics as they are: they would
have remained relatively imperfect mimics. How can we resolve this
apparent contradiction?

One kind of answer suggests that bird vision has been improving
over the same evolutionary timespan as insect camouflage. Perhaps, to
be alittle facetious, an ancestral insect that looked only 5 per cent like
aturd would have fooled an ancestral bird with only 5 per cent vision.
But that is not the kind of answer | want to give. | suspect, indeed, that
the whole process of evolution, from remote resemblance to near
perfect mimicry, has gone on, rather rapidly, many times over in
different insect groups, during the whole long period that bird vision
has been just about as good as it is today.

Another kind of answer that has been offered to the dilemmais the
following. Perhaps each species of bird or monkey has poor vision and
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latches onto just one limited aspect of an insect. Maybe one predator
species notices only the colour, another only the shape, another only
the texture, and so on. Then an insect that resembles a stick in only
one limited respect will fool one kind of predator, even though it is
eaten by all other kinds of predators. As evolution progresses, more and
more features of resemblance are added to the repertoire of the insects.
The final multifaceted perfection of mimicry has been put together by
the summed natural selection provided by many different species of
predators. No one predator sees the whole perfection of mimicry, only
we do that.

This seems to imply that only we are 'clever' enough to see the
mimicry in all its glory. Not only because of this human snobbishness,
| prefer yet another explanation. This is that, no matter how good any
one predator's vision may be under some conditions, it can be ex-
ceedingly poor under other ‘conditions. We can easily, in fact,
appreciate from our own familiar experience the whole spectrum from
exceedingly poor vision to excellent vision. If | am looking directly at a
stick insect, 8 inchesin front of my nose and in strong daylight, | shall
not be fooled by it. | shall notice the long legs hugging the line of the
trunk. | may spot the unnatural symmetry which a real stick would
not have. But if I, with the very same eyes and brain, am walking
through aforest at dusk, | may well fail to distinguish amost any dull-
coloured insect from the twigs that abound everywhere. The image of
the insect may pass over the edge of my retina rather than the more
acute central region. The insect may be 50 yards away, and so make
only a tiny image on my retina. The light may be so poor that | can
hardly see anything at al anyway.

In fact, it doesn't matter how remote, how poor is the resemblance
of an insect to a stick, there must be some level of twilight, or some
degree of distance away from the eye, or some degree of distraction of
the predator's attention, such that even a very good eye will be fooled
by the remote resemblance. If you don't find that plausible for some
particular example that you have imagined, just turn down the im-
aginary light a bit, or move a bit further away from the imaginary
object! The point is that many an insect was saved by an exceedingly
dlight resemblance to a twig or a leaf or afall of dung, on occasions
when it was far away from a predator, or on occasions when the
predator was looking at it at dusk, or looking at it through a fog, or
looking at it while distracted by a receptive female. And many an
insect was saved, perhaps from the very same predator, by an un-
cannily close resemblance to a twig, on occasions when the predator
happened to be seeing it at relatively close range and in a good light.
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The important thing about light intensity, distance of insect from
predator, distance of image from centre of retina, and similar variables,
is that they are al continuous variables. They vary by insensible
degrees all the way from the extreme of invisibility to the extreme of
visibility. Such continuous variables foster continuous and gradua
evolution.

Richard Goldschmidt's problem - which was one of a set that made
him resort, for most of his professiona life, to the extreme belief that
evolution takes great leaps rather than small steps - turns out to be no
problem at al. And incidentaly, we have aso demonstrated to
ourselves, yet again, that 5 per cent vision is better than no vision at dl.
The quality of my vision right at the edge of my retinais probably even
poorer than 5 per cent of the quality at the centre of my retina,
however you care to measure quality. Yet | can till detect the presence
of alargelorry or bus out of the extreme corner of my eye. Sincel ridea
bicycle to work every day this fact has quite probably saved my life. |
notice the difference on those occasionswhen it israining and | wear a
hat. The quality of our vision on adark night must be far poorer than 5
per cent of what it is at midday. Y et many an ancestor was probably
saved through seeing something that really mattered, a sabre-tooth
'tiger' perhaps, or a precipice, in the middle of the night.

Every one of us knows from personal experience, for example on
dark nights, that there is an insensibly graded continuous series
running al the way from total blindness up to perfect vision, and that
every step along this series confers significant benefits. By looking at
the world through progressively defocused and focused binoculars, we
can quickly convince ourselves that there is a graded series of focusing
quality, each step in the series being an improvement over the previous
one. By progressively turning the colour-balance knob of a colour
television set, we can convince ourselves that there is agraded series of
progressive improvement from black and white to full colour vision.
The iris digphragm that opens and shuts the pupil prevents us from
being dazzled in bright light, while allowing us to seein dim light. We
all experience what it is like not to have an iris diaphragm, when we
are momentarily dazzled by oncoming car headlights. Unpleasant, and
even dangerous, as this dazzling can be, it still doesn't mean that the
whole eye ceases to work! The claim that "The eye either functionsas a
whole, or not at al' turns out to be, not merely false but self-evidently
false to anybody who thinks for 2 seconds about his own familiar
experience.

Let us return to our Quegtion 5. Congdering each member of the
series of Xs connecting the human eye to no eye at all, is it plausible
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that every one of them worked sufficiently well that it assisted the
survival and reproduction of the animals concerned? We have now
seen the silliness of the anti-evolutionist's assumption that the answer
is an obvious no. But is the answer yes? It is less obvious, but | think
that it is. Not only isit clear that part of an eye is better than no eye at
all. We also can find aplausible series of intermediates anong modern
animals. This doesn't mean, of course, that these modern intermed-
iates really represent ancestral types. But it does show that intermediate
designs are capable of working.

Some single-celled animals have a light-sensitive spot with a little
pigment screen behind it. The screen shields it from light coming from
one direction, which gives it some 'idea of where the light is coming
from. Among many-celled animals, various types of worm and some
shellfish have a similar arrangement, but the pigment-backed light-
sensitive cells are set in a little cup. This gives dlightly better direc-
tion-finding capability, since each cell is selectively shielded from
light rays coming into the cup from its own side. In a continuous series
from flat sheet of light-sensitive cells, through shallow cup to deep
cup, each step in the series, however small (or large) the step, would be
an optical improvement. Now, if you make a cup very deep and turn
the sides over, you eventually make alensless pinhole camera. Thereis
a continuously graded series from shallow cup to pinhole camera (see,
for illustration, the first seven generations of the evolutionary seriesin
Figure4).

A pinhole cameraforms a definite image, the smaller the pinhole the
sharper (but dimmer) the image, the larger the pinhole the brighter
(but fuzzier) the image. The swimming mollusc Nautilus, a rather
strange squid-like creature that lives in a shell like the extinct
ammonites (see the 'shelled cephalopod' of Figure 5), has a pair of
pinhole cameras for eyes. The eye is basically the same shape as ours,
but there is no lens and the pupil is just a hole that lets the seawater
into the hollow interior of the eye. Actually, Nautilusis abit of apuzzle
inits own right. Why, in dl the hundreds of millions of years since its
ancestors first evolved a pinhole eye, did it never discover the principle
of the lens? The advantage of a lens is that it allows the image to be
both sharp and bright. What is worrying about Nautilus is that the
quality of its retina suggests that it would really benefit, greatly and
immediately, from alens. It is like a hi-fi system with an excellent
amplifier'fed by a gramophone with ablunt needle. The system is cry-
ing out for aparticular simple change. In genetic hyperspace, Nautilus
appears to be sitting right next door to an obvious and immediate
improvement, yet it doesn't take the small step necessary. Why not?
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Michael Land of Sussex University, our foremost authority on inver-
tebrate eyes, isworried, and so am . Isit that the necessary mutations
cannot arise, given the way Nautilus embryos develop? | don't want to
believe it, but | don't have a better explanation. At least Nautilus
dramatizes the point that a lendess eye is better than no eye
a all.

When you have acup for an eye, almost any vaguely convex, vaguely
transparent or even translucent material over its opening will con-
stitute an improvement, because of its slight lens-like properties. It
collects light over its area and concentrates it on a smaller area of
retina. Once such a crude proto-lens is there, there is a continuously
graded series of improvements, thickening it and making it more
transparent and less distorting, the trend culminating in what we
would all recognize as a true lens. Nautilus's relatives, the squids and
octopuses, have a true lens, very like ours although their ancestors
certainly evolved the whole camera-eye principle completely inde-
pendently of ours. Incidentally, Michael Land reckons that there are
nine basic principlesfor image-forming that eyes use, and that most of
them have evolved many times independently. For instance, the
curved dish-reflector principle is radically different from our own
camera-eye (we useit in radiotelescopes, and also in our largest optical
telescopes because it is easier to make alarge mirror than alarge lens),
and it has been independently ‘invented' by various molluscs and
crustaceans. Other crustaceans have a compound eye like insects
(really abank of lots of tiny eyes), while other molluscs, as we have
seen, have a lensed camera-eye like ours, or a pinhole camera-eye. For
each of these types of eye, stages corresponding to evolutionary inter-
mediates exist as working eyes among other modern animals.

Anti-evolution propaganda is full of alleged examples of complex
systems that 'could not possibly' have passed through a gradual series
of intermediates. This is often just another case of the rather pathetic
'‘Argument from Personal Incredulity' that we met in Chapter 2. Im-
mediately after the section on the eye, for example, The Neck of the
Giraffe goes on to discuss the bombardier beetle, which

squirts alethal mixture of hydroguinone and hydrogen peroxide into the
face of its enemy. These two chemicals, when mixed together, literally
explode. Soin order to store them insideits body, the Bombardier Beetle has
evolved achemical inhibitor to make them harmless. At the moment the
beetle squirts theliquid out of its tail, an anti-inhibitor is added to make the
mixture explosive once again. The chain of events that could have led to the
evolution of such acomplex, coordinated and subtle processis beyond
biological explanation on asimple step-by-step basis. The dlightest
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alteration inthe chemical balance would result immediately in arace of
exploded beetles.

A biochemist colleague has kindly provided me with a bottle of
hydrogen peroxide, and enough hydroquinone for 50 bombardier
beetles. | am now about to mix the two together. According to the
above, they will explode in my face. Heregoes.. . .

Well, I'm still here. | poured the hydrogen peroxide into the
hydroquinone, and absolutely nothing happened. It didn't even get
warm. Of course | knew it wouldn't: I'm not that foolhardy! The
Statement that 'these two chemicals, when mixed together, literally
explode, is, quite smply, false, although it is regularly repeated
throughout creationist literature. If you are curious about the
bombardier beetle, by the way, what actually happens is as follows. It
istrue that it squirts a scaldingly hot mixture of hydrogen peroxide and
hydroquinone at enemies. But hydrogen peroxide and hydroquinone
don't react violently together unless a catalyst is added. This is what
the bombardier beetle does. As for the evolutionary precursors of the
system, both hydrogen peroxide and various kinds of quinones are used
for other purposes in body chemistry. The bombardier beetle's
ancestors simply pressed into different service chemicals that already
happened to be around. That's often how evolution works.

On the same page of the book as the bombardier beetle passageis the
question: 'What use would be ... half alung? Natural selection would
surely eliminate creatures with such oddities, not preserve them.' In a
healthy adult human, each of the two lungs is divided into about 300
million tiny chambers, at the tips of a branching system of tubes. The
architecture of these tubes resembles the biomorph tree at the bottom
of Figure 2 in the previous chapter. In that tree, the number of success-
ive branchings, determined by 'Gene 9, is eight, and the number of
twig tipsis 2 to the power 8, or 256. Asyou go down the page in Figure
2, the number of twig tips successively doubles. In order to provide 300
million twig tips, only 29 successive doublings would be required.
Note that there is a continuous gradation from a single chamber to 300
million tiny chambers, each step in the gradation being provided by
another two-way branching. This transition can be accomplished in 29
branchings, which we may naively think of as a stately wak of 29
steps across genetic space.

In the lungs, the result of all this branching is that the surface area
inside each lung is rather more than 70 square yards. Area is the
important variable for a lung, for it is area that determines the rate at
which oxygen can be taken in, and waste carbon dioxide pushed out.
Now, the thing about area is that it is a continuous variable. Area is
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not one of those things that you either have or you don't. It is athing that
you can have alittle bit more of, or alittle bit less of. More than most
things, lung area lends itself to gradual, step-by-step change, all the way
from O square yards up to 70 square yards.

There are plenty of surgical patients walking around with only one
lung, and some of them are down to a third of normal lung area. They
may be walking, but they aren't walking very far, nor very fast. That is
the point. The effect of gradually reducing lung areais not an absolute,
al-or-none effect on survival. Itisagradual, continuously varying effect
on how far you can walk, and how fast. A gradual, continuously varying
effect, indeed, on how long you can expect to live. Death doesn't
suddenly arrive below aparticul ar threshold lung areal It becomes gradu-
aly more probable as lung area decreases below an optimum (and as it
increases above the same optimum, for different reasons connected with
€conomicwaste).

The first of our ancestors to develop lungs ailmost certainly lived in
water. We can get an idea of how they might have breathed by looking at
modem fish. Most modem fish breathe in water with gills, but many
speciesliving in foul, swampy water supplement thisby gulping air at the
surface. They use the internal chamber of the mouth as akind of crude
proto-lung, and this cavity is sometimes enlarged into abreathing pocket
rich in blood vessals. As we've seen, there is no problem in imagining a
continuous series of Xs connecting a single pocket to a branching set of
300 million pockets as in a modem human lung.

Interestingly, many modem fish have kept their pocket sngle, and use
it for a completely different purpose. Although it probably began as a
lung, over the course of evolution it has become the swimbladder, an
ingenious device with which the fish maintains itself as a hydrostat in
permanent equilibrium. An animal without an air bladder inside it is
normally dightly heavier than water, so sinks to the bottom. Thisis why
sharks have to swim continuously to stop themselves sinking. An animal
with large air pockets inside it, like us with our great lungs, tends to rise
to the surface. Somewhere in the middle of this continuum, an animal
with an air bladder of exactly the right size neither sinks nor rises, but
floats steadily in effortless equilibrium. Thisisthe trick that modem fish,
other than sharks, have perfected. Unlike sharks, they don't waste energy
preventing themselves from sinking. Their fins and tail are freed for
guidance and rapid propulsion. They no longer rely on outside air to fill
the bladder, but have specid glands for manufacturing gas. Using these
glands and other means, they accurately regulate the volume of gas
in the bladder, and hence keep themselves in precise hydrostatic
equilibrium.



Making tracks through animal space 89

Severa species of modem fish can leave the water. An extreme is
the Indian climbing perch, which hardly ever goesintothewater. It has
independently evolved a quite different kind of lung from that of our
ancestors - an air chamber surrounding the gills. Other fish live
basically in water but make brief forays out of it. Thisis probably what
our ancestorsdid. Thething about foraysisthat their duration can vary
continuously, al the way down to zero. If you are afish who basically
lives and breathes in water, but who occasionally ventures on land,
perhaps to cross from one mud puddl e to another thereby surviving a
drought, you might benefit not just from half a lung but from one-
hundredth of alung. It doesn't matter how small your primordial lung
is, there must be some time out of water that you can just endure with
the lung, which is a little bit longer than you could have endured
without the lung. Time is a continuous variable. There is no
hard-and-fast divide between water-breathing and air-breathing
animals. Different animals may spend 99 per cent of their time in
water, 98 per cent, 97 per cent, and so on all the way to O per cent. At
every step of the way, some fractional increase in lung areawill be an
advantage. There is continuity, gradualism, al the way.

What use is half a wing? How did wings get their start? Many
animals leap from bough to bough, and sometimes fall to the ground.
Especialy in a small animal, the whole body surface catches the air
and assiststheleap, or breaksthefall, by acting asacrude aerofoil. Any
tendency to increase the ratio of surface areato weight would help, for
example flaps of skin growing out in the angles of joints. From here,
there is a continuous series of gradations to gliding wings, and hence to
flapping wings. Obviously there are distances that could not have been
jumped by the earliest animals with proto-wings. Equally obvioudly,
for any degree of smallness or crudeness of ancestral air-catching
surfaces, there must be some distance, however short, which can be
jumped with the flap and which cannot be jumped without the flap.

Or, if prototype wingflaps worked to break the animal's fall, you
cannot say 'Below a certain size the flaps would have been of no use at
al'. Once again, it doesn't matter how small and un-winglike the first
wingflaps were. There must be some height, call it h, such that an
animal would just break its neck if it fell from that height, but would
just survive if it fell from a dightly lower height. In this critical zone,
any improvement in the body surface's ability to catch the air and
break the fall, however dlight that improvement, can make the
difference between life and death. Natural selection will then favour
dight, prototype wingflaps. When these small wingflaps have become
the norm, the critical height A will become slightly greater. Now a
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dight further increase in the wingflaps will make the difference be-
tween life and death. And so on, until we have proper wings.

There are animals alive today that beautifully illustrate every stage
in the continuum. There are frogs that glide with big webs between
their toes, tree-snakes with flattened bodies that catch the air, lizards
with flaps along their bodies; and several different kinds of mammals
that glide with membranes stretched between their limbs, showing us
the kind of way bats must have got their start. Contrary to the
creationist literature, not only are animals with 'half awing' common,
0 are animalswith aquarter of awing, three quarters of awing, and so
on. The idea of a flying continuum becomes even more persuasive
when we remember that very small animals tend to float gently in air,
whatever their shape. The reason this is persuasive is that there is an
infinitesimally graded continuum from small to large.

The idea of tiny changes cumulated over many steps is an im-
mensely powerful idea, capable of explaining an enormous range of
things that would be otherwise inexplicable. How did snake venom get
its start? Many animals bite, and any animal's spit contains proteins
which, if they get into a wound, may cause an alergic reaction. Even
so-called non-venomous snakes can give bites that cause a painful
reaction in some people. There is a continuous, graded series from
ordinary spit to deadly venom.

How did ears get their start? Any piece of skin can detect vibrations
if they come in contact with vibrating objects. This is a natural out-
growth of the sense of touch. Natural selection could easily have
enhanced this faculty by gradual degrees until it was sensitive enough
to pick up very dlight contact vibrations. At this point it would auto-
matically have been sensitive enough to pick up airborne vibrations of
sufficient loudness and/or sufficient nearness of origin. Natural
sel ection would then favour the evolution of special organs— ears- for
picking up airborne vibrations originating from steadily increasing
distances. It is easy to see that there would have been a continuous
trajectory of step-by-step improvement, all the way. How did
echolocation get its start? Any animal that can hear at all may hear
echoes. Blind humans frequently leam to make use of these echoes. A
rudimentary version of such a skill in ancestral mammals would have
provided ample raw material for natural selection to build upon,
leading up by gradual degrees to the high perfection of bats.

Five per cent vision is better than no vision at all. Five per cent
hearing is better than no hearing at al. Five per cent flight efficiency is
better than no flight at dl. It is thoroughly believable that every organ
or apparatus that we actually see is the product of a smooth trajectory
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through animal space, a trajectory in which every intermediate stage
assisted survival and reproduction. Wherever we have an X in area
live animal, where X is some organ too complex to have arisen by
chance in a single step, then according to the theory of evolution by
natural selection it must be the case that a fraction of an X is better
than no X at all; and two fractions of an X must be better than one; and
awhole X must be better than nine-tenths of an X. | have no trouble at
dl in accepting that these statements are true of eyes, ears including
bat ears, wings, camouflaged and mimicking insects, snake jaws,
stings, cuckoo habits and al the other examples trotted out in anti-
evolution propaganda. No doubt there are plenty of conceivable Xsfor
which these statements would not be true, plenty of conceivable
evolutionary pathways for which the intermediates would not be im-
provements on their predecessors. But those Xs are not found in the
real world.
Darwin wrote (in The Origin of Species):

If it could be demonstrated that any complex organ existed which could not
possibly have been formed by numerous, successive, slight modifications,
my theory would absolutely break down.

One hundred and twenty five years on, we know a lot more about
animals and plants than Darwin did, and still not a single case is
known to me of a complex organ that could not have been formed by
numerous successive slight modifications. | do not believe that such a
case will ever befound. If it is- it'll have to be areally complex organ,
and, as we'll seein later chapters, you have to be sophisticated about
what you mean by 'dslight' - | shall cease to believe in Darwinism.

Sometimes the history of gradual, intermediate stages is clearly
written into the shape of modem animals, even taking the form of
outright imperfectionsin the final design. Stephen Gould, in his excel-
lent essay on The Panda's Thumb, has made the point that evolution
can be more strongly supported by evidence of telling imperfections
than by evidence of perfection. | shall give just two examples.

Fish living on the sea bottom benefit by being flat and hugging the
contours. There are two very different kinds of flat fish living on the
sea bottom, and they have evolved their flatness in quite different
ways. The skates and rays, relatives of sharks, have become flat in
what might be called the obvious way. Their bodies have grown out
sideways to form great ‘'wings. They are like sharks that have passed
under a steam roller, but they remain symmetrical and 'the right way
up'. Plaice, sole, halibut and their relatives have become flat in a
different way. They are bony fish (with swimbladders) related to
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herrings, trout, etc., and are nothing to do with sharks. Unlike sharks,
bony fish as arule have a marked tendency to be flattened in a vertica
direction. A herring, for instance, is much 'taller' than it is wide. It
uses its whole, vertically flattened body as a swimming surface, which
undulates through the water asit swims. It was natural, therefore, that
when the ancestors of plaice and sole took to the sea bottom, they
should have lain on one side rather than on the belly like the ancestors
of skates and rays. But this raised the problem that one eye was always
looking down into the sand and was effectively useless. In evolution
this problem was solved by the lower eye 'moving' round to the upper
side.

We see this process of moving round re-enacted in the development
of every young bony flatfish. A young flatfish startslife swimming near
the surface, and it is symmetrical and vertically flattened just like a
herring. But then the skull starts to grow in a strange, asymmetrical,
twisted fashion, so that one eye, for instance the left, moves over the
top of the head to finish up on the other side. The young fish settles on
the bottom, with both its eyes looking upwards, a strange Picasso-like
vision. Incidentally, some species of flatfish settle on the right side,
others on the left, and others on either side.

The whole skull of a bony flatfish retains the twisted and distorted
evidence of its origins. Its very imperfection is powerful testimony of
its ancient history, a history of step-by-step change rather than of
deliberate design. No sensible designer would have conceived such a
monstrosity if given afree hand to create aflatfish on a clean drawing
board. | suspect that most sensible designers would think in terms of
something more like a skate. But evolution never starts from a clean
drawing board. It has to start from what is already there. In the case of
the ancestors of skates this was free-swimming sharks. Sharks in
general aren't flattened from side to side as free-swimming bony fish
like herrings are. If anything, sharks are aready slightly flattened from
back to belly. This meant that when some ancient sharks first took to
the sea bottom, there was an easy smooth progression to the skate
shape, with each intermediate being a dight improvement, given
bottom conditions, over its sightly less flattened predecessor.

On the other hand, when the free-swimming ancestor of plaice and
halibut, being, like a herring, vertically flattened from side to side, took
to the bottom, it was better off lying on its side than balancing pre-
cariously on its knife edge of a belly! Even though its evolutionary
course was eventualy destined to lead it into the complicated and
probably costly distortions involved in having two eyes on one side,
even though the skate way of being a flat fish might ultimately have
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been the best design for bony fish too, the would-be intermediates that
set out along this evolutionary pathway apparently did less well in the
short term than their rivals lying on their side. The rivalslying on their
side were so much better, in the short term, at hugging the bottom. In
genetic hyperspace, there is a smooth trgectory connecting
free-swimming ancestral bony fish to flatfish lying on their side with
twisted skulls. There is not a smooth trajectory connecting these bony
fish ancestors to flatfish lying on their belly. This speculation cannot
be the wholetruth, because there are some bony fish that have evolved
flatnessin asymmetrical, skate-like way. Perhaps their free-swimming
ancestors were already dlightly flattened for some other reason.

My second example of an evolutionary progression that didn't
happen because of disadvantageous intermediates, even though it
might ultimately have turned out better if it had, concernsthe retina of
our eyes (and all other vertebrates). Like any nerve, the optic nerveisa
trunk cable, a bundle of separate 'insulated' wires, in this case about
three million of them. Each of the three million wires leads from one
cell in the retina to the brain. You can think of them as the wires
leading from abank of three million photocells (actually three million
relay stations gathering information from an even larger number of
photocells) to the computer that is to process the information in the
brain. They are gathered together from all over the retinainto a single
bundle, which is the optic nerve for that eye.

Any engineer would naturally assume that the photocells would
point towards the light, with their wires leading backwards towards
the brain. He would laugh at any suggestion that the photocells might
point away from the light, with their wires departing on the side
nearest the light. Yet this is exactly what happens in all vertebrate
retinas. Each photocell is, in effect, wired in backwards, with itswire
sticking out on the side nearest the light. The wire has to travel over
the surface of the retina, to apoint where it dives through aholein the
retina (the so-caled 'blind spot') to join the optic nerve. This means
that the light, instead of being granted an unrestricted passage to the
photocells, has to pass through a forest of connecting wires, pre-
sumably suffering at least some attenuation and distortion (actually
probably not much but, still, it is the principle of the thing that would
offend any tidy-minded engineer!).

I don't know the exact explanation for this strange state of affairs.
The relevant period of evolution is so long ago. But | am ready to bet
that it had something to do with the trajectory, the pathway through
the real-life equivalent of Biomorph Land, that would have to be
traversed in order to turn the retina the right way round, starting from
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whatever ancestral organ preceded the eye. There probably is such a
trajectory, but that hypothetical trajectory, when realized in actua
bodies of intermediate animals, proved disadvantageous - temporarily
disadvantageous only, but that is enough. Intermediates could see even
less well than their imperfect ancestors, and it is no consolation that
they are building better eyesight for their remote descendants! What
matters is survival in the here and now.

'‘Dollo's Law' states that evolution is irreversible. This is often
confused with a lot of idealistic nonsense about the inevitability of
progress, often coupled with ignorant nonsense about evolution
'violating the Second Law of Thermodynamics' (those that belong to
the half of the educated population that, according to the novelist C. P.
Snow, know what the Second Law is, will realize that it is no more
violated by evolution than it isviolated by the growth of ababy). There
is no reason why general trends in evolution shouldn't be reversed. If
thereis atrend towards large antlersfor awhile in evolution, there can
easily be a subsequent trend towards smaller antlers again. Dollo's Law
is really just a statement about the statistical improbability of
following exactly the same evolutionary tragjectory twice (or, indeed,
any particular trajectory), in either direction. A single mutational step
can easily bereversed. But for larger numbers of mutational steps, even
in the case of the biomorphs with their nine little genes, the
mathematical space of al possible trgjectories is so vast that the
chance of two trajectories ever arriving at the same point becomes
vanishingly small. This is even more true of real animals with their
vastly larger numbers of genes. There is nothing mysterious or
mystical about Dollo's Law, nor is it something that we go out and
'test' in nature. It follows simply from the elementary laws of prob-
ability.

For just the same reason, it is vanishingly improbable that exactly
the same evolutionary pathway should ever be travelled twice. And it
would seem similarly improbable, for the same statistical reasons, that
two lines of evolution should converge on exactly the same endpoint
from different starting points.

It is al the more striking a testimony to the power of natural
selection, therefore, that numerous examples can be found in red
nature, in which independent lines of evolution appear to have con-
verged, from very different starting points, on what looks very like the
same endpoint. When we look in detail we find— it would be worrying
if we didn't — that the convergence is not total. The different lines of
evolution betray their independent origins in numerous points of de-
tail. For instance, octopus eyes are very like ours, but the wires leading
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from their photocells don't point forwards towards the light, as ours
do. Octopus eyes are, in this respect, more 'sensibly' designed. They
have arrived at &'similar endpoint, from avery different starting point.
And the fact is betrayed in details such as this.

Such superficially convergent resemblances are often extremely
striking, and | shall devote the rest of the chapter to some of them.
They provide most impressive demonstrations of the power of natural
selection to put together good designs. Yet the fact that the super-
ficially smilar designs also differ, testifies to their independent
evolutionary origins and histories. The basic rationale is that, if a
designisgood enough to evolve once, the same design principleisgood
enough to evolve twice, from different starting points, in different
parts of the animal kingdom. Thisis nowhere better illustrated than in
the case we used for our basic illustration of good design itself -
echol ocation.

Most of what we know about echolocation comes from bats (and
human instruments), but it also occurs in a number of other unrelated
groups of animals. At least two separate groups of birdsdo it, and it has
been carried to a very high level of sophistication by dolphins and
whales. Moreover, it was amost certainly 'discovered' independently
by at least two different groups of bats. The birds that do it are the oil-
birds of South America, and the cave swiftlets of the Far East, the ones
whose nests are used for birds nest soup. Both types of bird nest deep
in caves where little or no light penetrates, and both navigate through
the blackness using echoes from their own vocal clicks. In both cases
the sounds are audible to humans, not ultrasonic like the more
specialized bat clicks. Indeed, neither bird species seems to have de-
veloped echolocation to such a pitch of sophistication as bats have.
Their clicks are not FM, nor do they appear suitable for Doppler-shift
speed metering. Probably, like the fruit bat Rousettus, they just time
the silent interval between each click and its echo.

In this case we can be absolutely certain that the two bird species
have invented echolocation independently of bats, and independently
of each other. The line of reasoning is of a kind that evolutionists
frequently use. We look at all the thousands of species of birds, and
observe that the vast majority of them don't use echolocation. Just two
isolated little genera of birds do it, and those two have nothing elsein
common with each other except that both live in caves. Although we
believe that all birds and bats must have a common ancestor if we trace
their lineages back far enough, that common ancestor was also the
common ancestor of all mammals (including ourselves) and all birds.
The vast majority of mammals and the vast majority of birds don't use
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echolocation, and it is highly probable that their common ancestor
didn't either (nor did it fly - that is another technology that has been
independently evolved several times). It followsthat the echolocation
technology has been independently developed in batsand birds, just as
it was independently developed by British, American and German
scientists. The same kind of reasoning, on a smaller scale, leads to the
conclusion that the common ancestor of the oil-bird and the cave
swiftlet also did not use echolocation, and that these two genera have
developed the same technology independently of each other.

Within the mammals too, bats are not the only group to have
independently developed the echolocation technology. Severa
different kinds of mammals, for instance shrews, rats and seals, seem
to use echoes to a small extent, as blind humans do, but the only
animals to rival bats in sophistication are whales. Whales are divided
into two main groups, toothed whales and baleen whales. Both, of
course, are mammals descended from land-dwelling ancestors, and
they may well have 'invented' the whale way of life independently of
one ancther, starting from different land-dwelling ancestors. The
toothed whales include sperm whales, killer whales and the various
species of dolphins, all of which hunt relatively large prey such asfish
and squids, which they catch in their jaws. Several toothed whales, of
which only dolphins have been thoroughly studied, have evolved
sophisticated echo-sounding equipment in their heads.

Dolphins emit rapid trains of high-pitched clicks, some audible to
us, some ultrasonic. It is probable that the 'melon’, the bulging dome
on the front of a dolphin's head, looking - pleasing coincidence - like
the weirdly bulging radar dome of a Nimrod 'advance-warning'
surveillance aircraft, has something to do with beaming the sonar
signals forwards, but its exact workings are not understood. As in the
case of bats, thereis arelatively slow ‘cruising rate' of clicking, rising
to ahigh-speed (400 clicks per second) buzz when the animal is closing
in on prey. Even the 'dow' cruising rate is pretty fast. The river
dolphins that live in muddy water are probably the most skilled
echolocators, but some open-sea dolphins have been shown in tests to
be pretty good too. An Atlantic bottlenose dolphin can discriminate
circles, squares and triangles (all of the same standardized area), using
only its sonar. It can tell which of two targets is the nearer, when the
difference is only 1V4 inches at an overall distance of about 7 yards. It
can detect a steel sphere half the size of a golf ball, at a range of 70
yards. This performance is not quite as good as human vison in agood
light, but probably better than human vision in moonlight.

The intriguing suggestion has been made that dolphins, if they
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chose to use it, have a potentially effortless means of communicating
'mental pictures' to one another. All that they would have to do is use
their highly versatile voices to mimic the pattern of sound that would
be produced by echoesfrom a particular object. In thisway they could
convey to one another mental pictures of such objects. There is no
evidencefor thisdelightful suggestion. Theoretically, bats could do the
same thing, but dolphins seem morelikely candidates becausethey are
in general more social. They are also probably ‘cleverer', but thisisn't
necessarily a relevant consideration. The instruments that would be
needed for communicating echo pictures are no more sophisticated
than the instruments that both bats and dolphins already have for
echolocating in the first place. And there would seem to be an easy,
gradual continuum between using the voice to make echoes and using
it to mimic echoes.

At least two groups of bats then, two groups of birds, toothed
whales, and probably severa other kinds of mammals to a smaller
extent, have all independently converged on thetechnol ogy of sonar, at
some time during the last hundred million years. We have no way of
knowing whether any other animals now extinct - pterodactyls
perhaps? - also evolved the technology independently.

No insects and no fish have so far been found to use sonar, but two
quite different groups of fish, onein South Americaand onein Africa,
have developed a somewhat similar navigation system, which appears
to bejust about as sophisticated and which can be seen as arelated, but
different, solution to the same problem. These are so-called weakly
electric fish. Theword 'weakly' isto differentiate them from strongly
dectric fish, which use electric fields, not to navigate, but to stun
their prey. The stunning technique, incidentally, has aso been inde-
pendently invented by several unrelated groups of fish, for example
electric 'eels' (which are not true eels but whose shape is convergent on
true eels) and electric rays.

The South American and the African weakly electric fish are quite
unrelated to each other, but both live in the same kinds of waters in
their respective continents, waters that are too muddy for vision to be
effective. The physical principle that they exploit - electric fields in
water - is even more alien to our consciousness than that of bats and
dolphins. We at least have a subjective idea of what an echo is, but we
have almost no subjective idea of what it might be like to perceive an
electric field. We didn't even know of the existence of electricity until
a couple of centuries ago. We cannot as subjective human beings
ﬁr}npathize with electric fish, but we can, as physicists, understand

em.
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It is easy to see on the dinner plate that the muscles down each side
of any fish are arranged as arow of segments, a battery of muscle units.
In most fish they contract successively to throw the body into sinuous
waves, which propdl it forwards. In electric fish, both strongly and
weakly electric ones, they have become a battery in the electric sense.
Each segment ('cell’) of the battery generates a voltage. These voltages
are connected up in series along the length of the fish so that, in a
strongly electric fish such as an electric eel, the whole battery
generates as much as 1 amp at 650volts. An electric eel is powerful
enough to knock a man out. Weakly electric fish don't need high
voltages or currents for their purposes, which are purely information-
gathering ones.

The principle of electrolocation, as it has been called, is fairly well
understood at the level of physics though not, of course, at the level of
what it feels like to be an electric fish. The following account applies
equally to African and South American weakly electric fish: the con-
vergence isthat thorough. Current flowsfrom the front half of the fish,
out into the water in lines that curve back and return to the tail end of
thefish. There are not really discrete 'lines but a continuous 'field', an
invisible cocoon of electricity surrounding the fish's body. However,
for human visualization it is easiest to think in terms of a family of
curved lines leaving the fish through a series of portholes spaced along
the front half of the body, all curving round in the water and diving
into the fish again at the tip of itstail. The fish has what amounts to a
tiny voltmeter monitoring the voltage at each 'porthol€e’. If the fish is
suspended in open water with no obstacles around, the lines are
smooth curves. The tiny voltmeters at each porthole al register the
voltage as 'normal’ for their porthole. But if some obstacle appears in
the vicinity, say arock or an item of food, the lines of current that
happen to hit the obstacle will be changed. This will change the
voltage at any porthole whose current line is affected, and the
appropriate voltmeter will register the fact. So in theory a computer, by
comparing the pattern of voltages registered by the voltmeters at all
the portholes, could calculate the pattern of obstacles around the fish.
This is apparently what the fish brain does. Once again, this doesn't
have to mean that the fish are clever mathematicians. They have an
apparatus that solves the necessary equations, just as our brains un-
consciously solve equations every time we catch a ball.

It is very important that the fish's own body is kept absolutely rigid.
The computer in the head couldn't cope with the extra distortions that
would be introduced if the fish's body were bending and twisting like
an ordinary fish. Electric fish have, at least twice independently, hit
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upon this ingenious method of navigation, but they have had to pay a
price: they have had to give up the normal, highly efficient, fish
method of swimming, throwing the whole body into serpentine waves.
They have solved the problem by keeping the body stiff as a poker, but
they have a single long fin al the way along the length of the body.
Then instead of the whole body being thrown into waves, just the long
finis. The fish's progress through the water is rather slow, but it does
move, and apparently the sacrifice of fast movement is worth it: the
gains in navigation seem to outweigh the losses in speed of swimming.
Fascinatingly, the South American electric fish have hit upon almost
exactly the same solution as the African ones, but not quite. -The
difference is revealing. Both groups have developed a single long fin
that runs the whole length of the body, but in the African fish it runs
along the back whereas in the South American fish it runs along the
belly. This kind of difference in detail is very characteristic of con-
vergent evolution, as we have seen. It is characteristic of convergent
designs by human engineers too, of course.

Although the majority of weakly electric fish, in both the African
and the South American groups, give their electric discharges in dis-
crete pulses and are called 'pulse’ species, a minority of species in both
groups do it a different way and are called 'wave' species. | shall not
discuss the difference further. What is interesting for this chapter is
that the pulse/wave split has evolved twice, independently, in the
unrelated New World and Old World groups.

One of the most bizarre examples of convergent evolution that |
know concerns the so-called periodical cicadas. Before getting to the
convergence, | must fill in some background information. Many in-
sects have arather rigid separation between ajuvenilefeeding stage, in
which they spend most of their lives, and a relatively brief adult
reproducing stage. Mayflies, for instance, spend most of their lives as
underwater feeding larvae, then emergeintotheair for asingle day into
which they cram the whole of their adult lives. We can think of the
adult as analogous to the ephemeral winged seed of a plant like a
sycamore, and the |larva as anal ogous to the main plant, the difference
being that sycamores make many seeds and shed them over many
successive years, while amayfly larvagivesrise to only one adult right
at the end of its own life. Anyway, periodical cicadas have carried the
mayfly trend to an extreme. The adults live for a few weeks, but the
‘fjuvenile’ stage (technically 'nymphs' rather than larvae) lasts for 13
years (in some varieties) or 17 years (in other varieties). The adults
emerge at amost exactly the same moment, having spent 13 (or 17)
years cloistered underground. Cicada plagues, which occur in any
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given area exactly 13 (or 17) years apart, are spectacular eruptions that
have led to their incorrectly being caled 'locusts in vernacular
American speech. The varieties are known, respectively, as 13-year
cicadas and 17-year cicadas.

Now hereis the really remarkable fact. It turns out that there is not
just one 13-year cicada species and one 17-year species. Rather, there
are three species, and each one of the three has both a 17-year and a
13-year variety or race. The division into a 13-year race and a 17-year
race has been arrived at independently, no fewer than three times. It
looks as though the intermediate periods of 14, 15 and 16 years have
been shunned convergently, no fewer than three times. Why? We don't
know. The only suggestion anyone has come up with is that what is
specia about 13 and 17, as opposed to 14, 15 and 16, is that they are
prime numbers. A prime number is a number that is not exactly
divisible by any other number. The idea is that a race of animals that
regularly erupts in plagues gains the benefit of alternately ‘swamping'
and starving its enemies, predators or parasites. And if these plagues
are carefully timed to occur a prime number of years apart, it makes it
that much more difficult for the enemies to synchronize their own life
cycles. If the cicadas erupted every 14 years, for instance, they could be
exploited by a parasite species with a 7-year life cycle. Thisisabizarre
idea, but no more bizarre than the phenomenon itself. We really don't
know what is special about 13 and 17 years. What matters for our
purposes here is that there must be something special about those
numbers, because three different species of cicada have independently
converged upon them.

Examples of convergence on a large scale occur when two or more
continents are isolated from one another for along time, and a parallel
range of 'trades is adopted by unrelated animals on each of the con-
tinents. By 'trades' | mean ways of making aliving, such as burrowing
for worms, digging for ants, chasing large herbivores, eating leaves up
trees. A good example is the convergent evolution of awhole range of
mammal trades in the separate continents of South America, Au-
stralia, and the Old World.

These continents weren't always separate. Because our lives are
measured in decades, and even our civilizations and dynasties are
measured only in centuries, we are accustomed to thinking of the map
of the world, the outlines of the continents, as fixed. The theory that
continents drifted about was proposed long ago by the German
geophysicist Alfred Wegener, but most people laughed at him until
well after the Second World War. The admitted fact that South
America and Africalook a bit like separated pieces of ajigsaw puzzle
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was assumed to be just an amusing coincidence. In one of the most
rapid and complete revolutions science has known, the formerly
controversial theory of 'continental drift' has now become universally
accepted under the name of plate tectonics. The evidence that the
continents have drifted, that South America did indeed break away
from Africafor instance, is now literally overwhelming, but thisis not
a book about geology and | shall not spell it out. For us the important
point is that the timescale on which continents have drifted about is
the same slow timescale on which animal lineages have evolved, and
we cannot ignore continental drift if we are to understand the patterns
of animal evolution on those continents.

Up until about 100 million years ago, then. South America was
joined to Africain the east and to Antarctica in the south. Antarctica
wasjoined to Australia, and Indiawasjoined to AfricaviaMadagascar.
There was in fact one huge southern continent, which we now cal
Gondwanaland, consisting of what is now South America, Africa,
Madagascar, India, Antarcticaand Australiaal rolled into one. There
was also a single large northern continent called Laurasia consisting of
what is now North America, Greenland, Europe and Asia (apart from
India). North Americawas not connected to South America. About 100
million years ago there was a big break-up of the land masses, and the
continents have been slowly moving towards their present positions
ever since (they will, of course, continue to move inthefuture). Africa
joined up with Asia via Arabia and became part of the huge continent
that we now speak of as the Old World. North America drifted away
from Europe, Antartica drifted south to its present icy location. India
detached itself from Africa and set off across what is now called the
Indian Ocean, eventually to crunch into south Asia and raise the
Himalayas. Australiadrifted away from Antarcticainto the open seato
become an island continent miles from anywhere else.

It happens that the break-up of the great southern continent of
Gondwanaland began during- the age of the dinosaurs. When South
America and Australia broke away to begin their long periods of
isolation from the rest of the world, they each carried their own cargo
of dinosaurs, and also of the less-prominent animals that were to
become the ancestors of modern mammals. When, rather later, for
reasons that are not understood and are the subject of much profitable
speculation, the dinosaurs (with the exception of the group of di-
nosaurs that we now call birds) went extinct, they went extinct all over
the world. This left a vacuum in the 'trades open to land-dwelling
animals. The vacuum was filled, over a period of millions of years of
evolution, mostly by mammals. The interesting point for us here is
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that there were three independent vacuums, and they were inde-
pendently filled by mammals in Australia, South America and the Old
World.

The primitive mammals that happened to be around in the three
areas when the dinosaurs more or less simultaneously vacated the
great life trades, were al rather small and insignificant, probably
nocturnal, previously overshadowed and overpowered by the di-«
nosaurs. They could have evolved in radically different directions in
the three areas. To some extent this is what happened. There is
nothing in the Old World that resembles the giant ground sloth of
South America, alas now extinct. The great range of South American
mammals included an extinct giant guinea-pig, the size of a modern
rhinoceros but arodent (I have to say ‘'modern’ rhinoceros because the
Old World faunaincluded a giant rhinoceros the size of a two-storey
house). But although the separate continents each produced their unique
mammals, the general pattern of evolution in all three areas was the
same. In al three areas the mammals that happened to be around at the
start fanned out in evolution, and produced a specialist for each trade
which, in many cases, came to bear a remarkable resemblance to the
corresponding specialist in the other two areas. Each trade, the
burrowing trade, the large hunter trade, the plains-grazing trade, and so
on, was the subject of independent convergent evolution in two or
three separate continents. In addition to these three major sites of
independent evolution, smaller islands such as Madagascar have
interesting parallel stories of their own, which | shall not go into.

Setting aside the strange egg-laying mammals of Australia - the
duck-billed platypus and the spiny anteaters - modern mammals all
belong to one of two great groups. These two are the marsupials (whose
young are born very small and are then kept in a pouch) and the
placentals (all the rest of us). The marsupials came to dominate the
Australian story and the placentals the Old World, while the two
groups played important roles alongside each other in South America.
The South American story is complicated by the fact that it was
subject to sporadic waves of invasion by mammals from North
America.

Having set the scene, we can now look at some of the trades and
convergences themselves. An important trade is concerned with the
exploitation of the great grasslands variously known as prairie,
pampas, savannah, etc. Practitioners of this trade include horses (of
which the main African species are called zebras and the desert models
are called donkeys), and cattle, such as the North American bison, now
hunted to near-extinction. Herbivores typically have very long guts
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containing various kinds of fermenting bacteria, since grass is a poor-
quality food and needs a lot of digesting. Rather than break their eating
up into discrete meals, they typically eat more or less continuously.
Huge volumes of plant material flow through them like ariver, al the
day long. The animals are often very large, and they frequently go
about in great herds. Each one of these big herbivores isamountain of
valuable food to any predator that can exploit it. As a consequence of
thisthereis, aswe shall see, awhole trade devoted to the difficult task
of catching and killing them. These are the predators. Actually, when |
say 'a trade, | really mean a whole lot of 'sub-trades’: lions, leopards,
cheetahs, wild dogs and hyenas all hunt in their own specialized ways.
The same kind of subdivision is found in the herbivores, and in al the
other 'trades.

The herbivores have keen senses with which they are continuously
alert for predators, and they are usually capable of running very fast to
escape them. To this end they often have long, spindly legs, and they
typicaly run on the tips of their toes, which have become specialy
elongated and strengthened in evolution. The nails at the ends of these
specialized toes have become large and hard, and we call them hooves.
Cattle have two enlarged toes at the extremities of each leg: the
familiar 'cloven’ hooves. Horses do much the same thing except that,
probably for reasons of historical accident, they run on only one toe
instead of two. It is derived from what was originally the middle one of
the five toes. The other toes have almost completely disappeared over
evolutionary time, although they occasionaly reappear in freakish
‘throwbacks.

Now South America, as we have seen, was isolated during the
period in which horses and cattle were evolving in other parts of the
world. But South America has its own great grasslands, and it evolved
its own separate groups of large herbivores to exploit the resource.
There were massive rhino-like Leviathans that had no connection with
true rhinos. The skulls of some of the early South American herbivores
suggest that they ‘invented' the trunk independently of the true
elephants. Some resembled camels, some looked like nothing on earth
(today), or like weird chimeras of modern animals. The group called
the litopterns are ailmost unbelievably similar to horses in their legs,
yet they were utterly unrelated to horses. The superficial resemblance
fooled a nineteenth-century Argentinian expert who thought, with
pardonable national pride, that they were the ancestors of al horses in
the rest of the world. In fact their resemblance to horses was super-
ficial, and convergent. Grassland life is much the same the world over,
and horses and litopterns independently evolved the same qualities to
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cope with the problems of grassland life. In particular, the litoptems,
like the horses, lost dl their toes except the middle one on each leg,
which became enlarged as the bottom joint of the leg and developed a
hoof. The leg of alitoptem isal but indistinguishable from the leg of a
horse, yet the two animals are only distantly related.

In Australia the large grazers and browsers are very different -
kangaroos. Kangaroos have the same need to move rapidly, but they
have done it in a different way. Instead of developing four-legged
galoping to the high pitch of perfection that horses (and presumably
litoptems) did, kangaroos have perfected a different gait: two-legged
hopping with alarge balancing tail. Thereislittle point in arguing over
which of these two gaitsis 'better'. They are each highly effectiveif the
body evolvesin such away as to exploit them to the full. Horses and
litoptems happened to exploit four-legged galloping, and so ended up
with almost identical legs. Kangaroos happened to exploit two-legged
hopping, and so ended up with their own uniquely (at least since the
dinosaurs) massive hind legs and tail. Kangaroos and horses arrived at
different endpoints in 'animal spac€, probably because of some
accidental difference in their starting points.

Turning now to the meat-eaters that the great grazers were running
away from, we find some more fascinating convergences. In the Old
World we are familiar with such large hunters as wolves, dogs, hyenas,
and the big cats—lions, tigers, leopards and cheetahs. A big cat that has
only recently gone extinct is the sabre-tooth (‘tiger'), named after its
colossa canine teeth which jutted down from the upper jaw in the
front of what must have been a terrifying gape. Until recent times
there were no true cats or dogs in Australia or the New World (pumas
and jaguars are recently evolved from Old World cats). But in both
those continents there were marsupial equivalents. In Australia the
thylacine, or marsupia 'wolf (often called the Tasmanian wolf be-
cause it survived in Tasmania for a little longer than in mainland
Australia), was tragically driven extinct within living memory,
slaughtered in enormous numbers as a 'pest' and for 'sport' by humans
(there is a dight hope that it may still survive in remote parts of
Tasmania, areas which themselves are now threatened with de-
struction in the interests of providing ‘'employment’ for humans). It is
not to be confused with the dingo, by the way, which is a true dog,
introduced to Australia more recently by (aboriginal) man. A cinefilm
made in the 1930s of the last known thylacine, restlessly pacing its
lonely zoo cage, shows an uncannily dog-like animal, its marsupial
nature betrayed only by its slightly undog-like way of holding its pelvis
and back legs, presumably something to do with accommodating its
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pouch. To any dog-lover, the contemplation of this alternative
approach to the dog design, this evolutionary traveller along a parallel
road separated by 100 million years, this part-familiar yet part utterly
alien other-worldly dog, is a moving experience. Maybe they were
pests to humans, but humans were much bigger pests to them; now
there are no thylacines left and a considerable surplus of humans.

In South America, too, there were no true dogs or cats during the long
period of isolation that we are discussing but, asin Australia, there were
marsupial equivalents. Probably the most spectactular was Thyla-
cosmilus, which looked exactly like the recently extinct sabre-tooth
‘tiger' of the Old World, only more o if you seewhat | mean. Its daggered
gape was even wider, and | imagine that it was even more terrifying. Its
name records its superficial affinity with the sabre-tooth [ Smilodon} and
the Tasmanian wolf (Thylacinus}, but in terms of ancestry it is very
remote from both. It is dightly closer to the thylacine since both are
marsupials, but the two have evolved their big carnivore design inde-
pendently on different continents; independently of each other and of the
placental carnivores, the true cats and dogs of the Old World.

Australia, South America and the Old World offer numerous furth-
er examples of multiple convergent evolution. Australia has a
marsupial 'mole, superficially amost indistinguishable from the
familiar moles of other continents, but pouched, making its living in
the same way as other moles and with the same enormously strength-
ened forepaws for digging. There is a pouched mouse in Australia,
though in this case the resemblance is not 0 close and it does not
make its living in quite the same way. Anteating (where 'ants are
deemed for convenience to include termites - another convergence as
we shall see) is a 'trade’ that is filled by a variety of convergent
mammals. They may be subdivided into anteaters that burrow,
anteaters that climb trees and anteaters that wander over the ground.
In Australia, as we might expect, there is a marsupia anteater. Called
Myrmecobius, it has a long thin snout for poking into ants' nests, and a
long sticky tongue with which it mops up its prey. It is a ground-
dwelling anteater. Australia also has a burrowing anteater, the spiny
anteater. This is not a marsupial, but a member of the group of egg-
laying mammals, the monotremes, so remote from us that marsupials
are our close cousins by comparison. The spiny anteater, too, has a
long pointed snout, but its spines give it a superficial resemblance to a
hedgehog rather than to another typical anteater.

South America could easily have had a marsupia anteater,
alongside its marsupial sabre-tooth ‘tiger', but as it happens the
anteater trade was early filled by placental mammals instead. The
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largest of today's anteaters is Myrmecophaga (which just means
anteater in Greek), the large ground-wandering anteater of South
America and probably the most extreme anteating specialist in the
world. Like the Australian marsupial Myrmecobius, it has along and
pointed snout, extremely long and pointed in this case, and an ex-
tremely long sticky tongue. South America also has a small tree-
climbing anteater, which is a close cousin of Myrmecophaga and looks
like a miniature and less extreme version of it, and a third, inter-
mediate form. Although placental mammals, these anteaters are very
tar from any Old World placentals. They belong to a uniquely South
American family, which also includes armadillos and sloths. This
ancient placental family coexisted with the marsupials from the early
days of the continent's isolation.

The Old World anteaters include various species of pangolin in
Africaand Asia, ranging from tree-climbing formsto digging forms, al
looking a bit like fircones with pointed snouts. Also in Africais the
weird ant-bear or aardvark, whichispartially specializedfor digging. A
feature that characterizes al anteaters, whether marsupial,
monotreme or placental, is an extremely low metabolic rate. The
metabolic rate is the rate at which their chemical 'fires' burn, most
easily measured as the blood temperature. There is a tendency for
metabolic rate to depend on body size in mammals generally. Smaller
animals tend to have higher metabolic rates, just as the engines of
small cars tend to turn over at a higher rate than those of larger cars.
But some animals have high metabolic rates for their size, and
anteaters, of whatever ancestry and affinities, tend to have very low
metabolic rates for their size. It is not obvious why thisis, but it is s0
strikingly convergent among animals that have nothing else in com-
mon but their anteating habit, that it almost certainly is somehow
related to this habit.

As we have seen, the 'ants that anteaters eat are often not true ants
at al, but termites. Termites are often known as 'white ants, but they
are related to cockroaches, rather than to true ants, which are related
to bees and wasps. Termites resemble ants superficially because they
have convergently adopted the same habits. The same range of habits, |
should say, because there are many different branches of the ant/
termite trade, and both ants and termites have independently adopted
most of them. As so often with convergent evolution, the differences
are revealing as well as the similarities.

Both ants and termites live in large colonies consisting mostly of
sterile, wingless workers, dedicated to the efficient production of
winged reproductive castes which fly off to found new colonies. An
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interesting difference is that in ants the workers are all sterile females,
whereas in termites they are sterile males and sterile females. Both
ant and termite colonies have one (or sometimes several) enlarged
'queens, sometimes (in both ants and termites) grotesquely enlarged.
In both ants and termites the workers can include specialist castes
such as soldiers. Sometimes these are such dedicated fighting
machines, especialy in their huge jaws (in the case of ants, but 'gun-
turrets' for chemical warfare in the case of termites), that they are
-ncapable of feeding themselves and have to be fed by non-soldier
workers. Particular species of ants parallel particular species of
termites. For example, the habit of fungus-farming has arisen inde-
pendently in ants (in the New World) and termites (in Africa). The ants
(or termites) forage for plant material that they do not digest them-
selves but make into compost on which they grow fungi. It isthe fungi
that they themselves eat. The fungi, in both cases, grow nowhere else
than in the nests of ants or termites, respectively. The fungus-farming
habit has aso been discovered independently and convergently (more
than once) by several species of beetles.

There are aso interesting convergences within the ants. Although
most ant colonies live a settled existence in afixed nest, there seemsto
be a successful living to be made by wandering in enormous pillaging
armies. This is called the legionary habit. Obvioudly al ants walk
about and forage, but most kinds return to a fixed nest with their
booty, and the queen and the brood are | eft behind in the nest. The key
to the wandering legionary habit, on the other hand, is that the armies
take the brood and the queen with them. The eggs and larvae are
carried in the jaws of workers. In Africa the legionary habit has been
developed by the so-called driver ants. In Central and South America
the parallel 'army ants' are very similar to driver ants in habit and
appearance. They are not particularly closely related. They have
certainly evolved the characteristics of the ‘army' trade independently
and convergently.

Both driver ants and army ants have exceptionally large colonies, up
to amillion in army ants, up to about 20 million in driver ants. Both
have nomadic phasesalternating with 'statary' phases, relatively stable
encampments or 'bivouacs. Army ants and driver ants, or rather their
colonies taken together as amoeba-like units, are both ruthless and
terrible predators of their respective jungles. Both cut to pieces any-
thing animal in their path, and both have acquired a mystique of terror
in their own land. Villagers in parts of South America are reputed
traditionally to vacate their villages, lock, stock and barrel when a
large ant army is approaching, and to return when the legions have
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marched through, having cleaned out every cockroach, spider and
scorpion even from the thatched roofs. | remember as a child in Africa
being more frightened of driver ants than of lions or crocodiles. It is
worth getting this formidable reputation into perspective by quoting
the words of Edward 0. Wilson, the world's foremost authority on ants
as well as the author of Sociobiology:

In answer to the single question | am asked most frequently about ants, |
can give the following answer: No, driver ants are not realy the terror of the
jungle. Although the driver ant colony isan ‘animal’ weighing in excess of
20kg and possessing on the order of 20 million mouths and stingsand is
surely the most formidable creation of the insect world, it still does not
match up to the lurid stories told about it. After all, the swarm can only
cover about ametre of ground every three minutes. Any competent bush
mouse, not to mention man or elephant, can step aside and contemplatethe
whole grass-roots frenzy at leisure, an object less of menace than of
strangeness and wonder, the culmination of an evolutionary story as
different from that of mammalsasit is possible to conceive in thisworld.

As an adult in Panama | have stepped aside and contemplated the
New World equivalent of the driver ants that | had feared asachild in
Africa, flowing by me like a crackling river, and | can testify to the
strangeness and wonder. Hour after hour the legions marched past,
walking as much over each others' bodies as over the ground, while |
waited for the queen. Finally she came, and hers was an awesome
presence. It was impossible to see her body. She appeared only as a
moving wave of worker frenzy, a boiling peristaltic ball of ants with
linked arms. She was somewhere in the middle of the seething ball of
workers, while al around it the massed ranks of soldiers faced
threateningly outwards with jaws agape, every one prepared to kill and
to die in defence of the queen. Forgive my curiosity to see her: |
prodded the ball of workers with along stick, in avain attempt to flush
out the queen. Instantly 20 soldiers buried their massively muscled
pincers in my stick, possibly never to let go, while dozens more
swarmed up the stick causing me to let go with alacrity.

| never did glimpse the queen, but somewhere inside that boiling
ball she was, the central data bank, the repository of the master DNA
of the whole colony. Those gaping soldiers were prepared to die for the
gueen, not because they loved their mother, not because they had been
drilled in the ideals of patrictism, but simply because their brains and
their jaws were built by genes stamped from the master die carried in
the queen herself. They behaved like brave soldiers because they had
inherited the genes of along line of ancestral queens whose lives, and
whose genes, had been saved by soldiers as brave as themselves. My
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soldiers had inherited the same genes from the present queen as those
old soldiers had inherited from the ancestral queens. My soldiers were
guarding the master copies of the very instructions that made them do
the guarding. They were guarding the wisdom of their ancestors, the
Ark of the Covenant. These strange statements will be made plain in
the next chapter.

| felt the strangeness then, and the wonder, not unmixed with
revivals of half-forgotten fears, but transfigured and enhanced by a
mature understanding, which | had lacked as a child in Africa, of what
the whole performance was for. Enhanced, too, by the knowledge that
this story of the legions had reached the same evolutionary
culmination not once but twice. These were not the driver ants of my
childhood nightmares, however similar they might be, but remote,
New World cousins. They were doing the same thing as the driver ants,
and for the same reasons. It was night now and | turned for home, an
awestruck child again, but joyful in the new world of understanding
that had supplanted the dark, African fears.






CHAPTER 5

THE POWER
AND THE ARCHIVES

It is raining DNA outside. On the bank of the Oxford cana at the
bottom of my garden is a large willow tree, and it is pumping downy
seedsinto the air. Thereis no consistent air movement, and the seeds
aredrifting outwardsin all directions from the tree. Up and down the
canal, as far as my binoculars can reach, the water is white with
floating cottony flecks, and we can be sure that they have carpeted the
ground to much the same radius in other directions too. The cotton
wool is mostly made of cellulose, and it dwarfs the tiny capsule that
contains the DNA, the genetic information. The DNA content must
be a small proportion of the total, so why did | say that it was raining
DNA rather than cellulose? The answer is that it is the DNA that
matters. The cellulose fluff, although more bulky, is just a parachute,
to be discarded. The whole performance, cotton wool, catkins, tree and
al, isin aid of one thing and one thing only, the spreading of DNA
around the countryside. Not just any DNA, but DNA whose coded
characters spell out specific instructions for building willow trees that
will shed a new generation of downy seeds. Those fluffy specks are,
literally, spreading instructions for making themselves. They are there
because their ancestors succeeded in doing the same. It is raining
instructions out there; it's raining programs; it's raining tree-growing,
fluff-spreading, algorithms. That is not a metaphor, it is the plain
truth. It couldn't be any plainer if it were raining floppy discs.

It is plain and it is true, but it hasn't long been understood. A few
years ago, if you had asked almost any biologist what was special about
living things as opposed to nonliving things, he would have told you
about a special substance called protoplasm. Protoplasm wasn't like
any other substance; it was vital, vibrant, throbbing, pulsating,
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‘irritable’ (a schoolmarmish way of saying responsive). If you took a
living body and cut it up into ever smaller pieces, you would eventu-
ally come down to specks of pure protoplasm. At one time in the last
century, a real-life counterpart of Arthur Conan Doyle's Professor
Challenger thought that the 'globigerina ooze' at the bottom of the sea
was pure protoplasm. When | was a schoolboy, elderly textbook auth-
ors still wrote about protoplasm although, by then, they really should
have known better. Nowadays you never hear or see the word. It is as
dead as phlogiston and the universal aether. There is nothing specia
about the substances from which living things are made. Living things
are collections of molecules, like everything else.

What is specia is that these molecules are put together in much
more complicated patterns than the molecules of nonliving things,
and this putting together is done by following programs, sets of in-
structionsfor how to develop, which the organismscarry around inside
themselves. Maybe they do vibrate and throb and pulsate with
"irritability’, and glow with 'living' warmth, but these properties all
emergeincidentally. What lies at the heart of every living thingisnot a
fire, not warm breath, not a 'spark of life'. It is information, words,
instructions. If you want a metaphor, don't think of fires and sparks
and breath. Think, instead, of a billion discrete, digital characters
carved in tablets of crystal. If you want to understand life, don't think
about vibrant, throbbing gels and oozes, think about information tech-
nology. It is this that | was hinting at in the previous chapter, when |
referred to the queen ant as the central data bank.

The basic requirement for an advanced information technology is
some kind of storage medium with a large number of memory
locations. Each location must be capable of being in one of a discrete
number of states. This is true, anyway, of the digital information
technology that now dominates our world of artifice. There is an
alternative kind of information technol ogy based upon analogue infor-
mation. The information on an ordinary gramophone record is
analogue. It is stored in a wavy groove. The information on a modem
laser disc (often called ‘compact disc', which is a pity, because the
name is uninformative and aso usually mispronounced with the
stress on thefirst syllable) is digital, stored in a series of tiny pits, each
of which is either definitely there or definitely not there: there are no
half measures. That is the diagnostic feature of a digital system: its
fundamental elements are either definitely in one state or definitely in
another state, with no half measures and no intermediates or compro-
mises.

The information technology of the genes is digital. This fact was
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discovered by Gregor Mendel in the last century, athough he wouldn't
have put it like that. Mendel showed that we don't blend our in-
heritance from our two parents. We receive our inheritance in discrete
particles. Asfar as each particle is concerned, we either inherit it or we
don't. Actually, asR. A. Fisher, one of the founding fathers of what is
now called neo-Darwinism, has pointed out, this fact of paniculate
inheritance has always been staring usin the face, every time we think
about sex. We inherit attributes from a male and a female parent, but
each of usis either male or femal e, not hermaphrodite. Each new baby
born has an approximately equal probability of inheriting maleness or
femaleness, but any one baby inherits only one of these, and doesn't
combine the two. We now know that the same goesfor all our particles
of inheritance. They don't blend, but remain discrete and separate as
they shuffle and reshuffle their way down the generations. Of course
there is often apowerful appearance of blending in the effects that the
genetic units have on bodies. If atall person mates with a short person,
or a black person with a white person, their offspring are often inter-
mediate. But the appearance of blending applies only to effects on
bodies, and is due to the summed small effects of large numbers of
particles. The particles themselves remain separate and discrete when
it comes to being passed on to the next generation.

The distinction between blending inheritance and particulate in-
heritance has been of great importance in the history of evolutionary
ideas. In Darwin's time everybody (except Mendel who, tucked away
in his monastery, was unfortunately ignored until after his death)
thought that inheritance was blending. A Scottish engineer called
Fleeming Jenkin pointed out that the fact (as it was thought to be) of
blending inheritance all but ruled out natural selection as a plausible
theory of evolution. Ernst Mayr rather unkindly remarks that Jenkin's
article 'is based on all the usual prejudices and misunderstandings of
the physical scientists. Nevertheless, Darwin was deeply worried by
Jenkin’s argument. It was most colourfully embodied in a parable of a
white man shipwrecked on an island inhabited by 'negroes':

grant him every advantage which we can conceive awhite to possess over
the native; concede that in the struggle for existence his chance of along
lifewill be much superior to that of the native chiefs, yet from all these
admissions, there does not follow the conclusion that, after alimited or
unlimited number of generations, the inhabitants of theisland will be
white. Our shipwrecked hero would probably become king; he would kill a
great many blacksin the struggle for existence; he would have agreat many
wives and children, while many of his subjectswould live and die as
bachelors. . . Our white's qualitieswould certainly tend very muchto
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preserve him to a good old age, and yet he would not suffice in any number
of generations to turn his subjects' descendants white ... In the first
generation there will be some dozens of intelligent young mulattoes, much
superior in average intelligence to the negroes. We might expect the throne
for some generations to be occupied by amore or lessyellow king; but can
any one believe that the whole island will gradually acquire awhite, or even
ayellow population, or that the islanders would acquire the energy,
courage, ingenuity, patience, self-control, endurance, in virtue of which
qualities our hero killed so many of their ancestors, and begot so many
children, these qualities, in fact, which the struggle for existence would
select, if it could select anything?

Don't be distracted by the racist assumptions of white superiority.
These were as unquestioned in the time of Jenkin and Darwin as our
speciesist assumptions of human rights, human dignity, and the
sacredness of human life are unquestioned today. We can rephrase
Jenkin's argument in a more neutral analogy. If you mix white paint
and black paint together, what you get is grey paint. If you mix grey
paint and grey paint together, you can't reconstruct either the original
white or the original black. Mixing paints is not so far from the pre-
Mendelian vision of heredity, and even today popular culture
frequently expresses heredity in terms of amixing of 'bloods’. Jenkin's
argument is an argument about swamping. As the generations go by,
under the assumption of blending inheritance, variation is bound to
become swamped. Greater and greater uniformity will prevail. Eventu-
aly there will be no variation left for natural selection to work upon.

Plausible as this argument must have sounded, it is not only an
argument against natural selection. It is more an argument against
inescapable facts about heredity itself! It manifestly isn't true that
variation disappears as the generations go by. People are not more
similar to each other today than they were in their grandparents' time.
Variation is maintained. There is a pool of variation for selection to
work on. This was pointed out mathematically in 1908 by W.
Weinberg, and independently by the eccentric mathematician G. H.
Hardy, who incidentally, as the betting book of his (and my) college
records, once took a bet from a colleague of 'One half penny to his
fortune till death, that the sun will rise tomorrow'. But it took R. A.
Fisher and his colleagues, the founders of modem population genetics,
to develop the full answer to Fleeming Jenkin in terms of Mendel's
theory of particle genetics. This was an irony at the time, because, as
we shall see in Chapter 11, the leading followers of Mendel in the early
twentieth century thought of themselves as anti-Darwinian. Fisher
and his colleagues showed that Darwinian selection made sense, and
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Jenkin's problem was elegantly solved, if what changed in evolution
was the relative frequency of discrete hereditary particles, or genes,
each of which was either there or not there in any particular individual
body. Darwinism post-Fisher is caled neo-Darwinism. Its digital
nature is not an incidental fact that happens to be true of genetic
information technology. Digitalness is probably a necessary precondi-
tion for Darwinism itself to work.

In our electronic technology the discrete, digital locations have only
two states, conventionally represented as 0 and 1 although you can
think of them as high and low, on and off, up and down: all that
matters is that they should be distinct from one another, and that the
pattern of their states can be 'read out' s0 that it can have some
influence on something. Electronic technology uses various physical
media for storing Is and Os, including magnetic discs, magnetic tape,
punched cards and tape, and integrated 'chips with lots of little semi-
conductor units inside them.

The main storage medium inside willow seeds, ants and all other
living cells is not electronic but chemical. It exploits the fact that
certain kinds of molecule are capable of 'polymerizing', that isjoining
up in long chains of indefinite length. There are lots of different kinds
of polymer. For example, 'polythene’ is made of long chains of the
small molecule caled ethylene - polymerized ethylene. Starch and
cellulose are polymerized sugars. Some polymers, instead of being
uniform chains of one small molecule like ethylene, are chains of two
or more different kinds of small molecule. As soon as such
heterogeneity enters into a polymer chain, information technology
becomes a theoretical possibility. If there are two kinds of small
molecule in the chain, the two can be thought of as 1 and O res-
pectively, and immediately any amount of information, of any kind,
can be stored, provided only that the chainislong enough. The particu-
lar polymers used by living cells are called polynucleotides. There are
two main families of polynucleotides in living cells, called DNA and
RNA for short. Both are chains of small molecules called nucleotides.
Both DNA and RNA are heterogeneous chains, with four different
kinds of nucleotides. This, of course, is where the opportunity for
information storage lies. Instead of just the two states 1 and O, the
information technology of living cells uses four states, which we may
conventionally represent as A, T, C and G. There is very little
difference, in principle, between a two-state binary information tech-
nology like ours, and a four-state information technology like that of
the living cell.

As | mentioned at the end of Chapter 1, thereis enough information
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capacity in a single human cell to store the Encyclopaedia Britannica,
al 30 volumes of it, three or four times over. | don't know the compar-
ablefigure for awillow seed or an ant, but it will be of the same order of
staggeringness. There is enough storage capacity in the DNA of a
single lily seed or a single salamander sperm to store the En-
cyclopaedia Britannica 60 times over. Some species of the unjustly
called 'primitive’ amoebas have as much information in their DNA as
1,000 Encyclopaedia Britannicas.

Amazingly, only about 1 per cent of the genetic information in, for
example, human cells, seems to be actually used: roughly the
equivalent of one volume of the Encyclopaedia Britannica. Nobody
knows why the other 99 per cent is there. In a previous book |
suggested that it might be parasitic, freeloading on the efforts of the 1
per cent, a theory that has more recently been taken up by molecular
biologists under the name of 'selfish DNA'. A bacterium has a smaller
information capacity than ahuman cell, by afactor of about 1,000, and
it probably uses nearly all of it: there is little room for parasites. Its
DNA could 'only' hold one copy of the New Testament!

Modern genetic engineers already have the technology to write the
New Testament or anything else into a bacterium's DNA. The
'meaning’ of the symbols in any information technology is arbitrary,
and there is no reason why we should not assign combinations, say
triplets, from DNA's 4-letter alphabet, to letters of our own 26-letter
alphabet (there would be room for al the upper and lower-case letters
with 12 punctuation characters). Unfortunately, it would take about
five man-centuries to write the New Testament into a bacterium, so |
doubt if anybody will bother. If they did, the rate of reproduction of
bacteria is such that 10 million copies of the New Testament could be
run off in asingle day, a missionary's dream if only people could read
the DNA aphabet but, alas, the characters are so small that all 10
million copies of the New Testament could simultaneously dance
upon the surface of a pin's head.

Electronic computer memory is conventionally classified into ROM
and RAM. ROM stands for 'read only' memory. More strictly it is
‘write once, read many times memory. The pattern of Os and Is is
'‘burned’ into it once and for al on manufacture. It then remains
unchanged throughout the life of the memory, and the information can
be read out any number of times. Other electronic memory, called
RAM, can be 'written to' (one soon gets used to this inelegant com-
puter jargon) as well as read. RAM can therefore do everything that
ROM can do, and more. What the letters RAM actually stand for is
misleading, so | won't mention it. The point about RAM is that you
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can put any pattern of Is and Os into any part of it that you like, on as
many occasions as you like. Most of a computer's memory is RAM. As
| type these words they are going straight into RAM, and the word-
processing program controlling things is aso in RAM, although it
could theoretically be burned into ROM and then never subsequently
altered. ROM is used for afixed repertoire of standard programs, which
are needed again and again, and which you can't change even if you
wanted to.

DNA is ROM. It can be read millions of times over, but only written
to once - when it is first assembled at the birth of the cell in which it
resides. The DNA in the cells of any individual is 'burned in', and is
never atered during that individual's lifetime, except by very rare
random deterioration. It can be copied, however. It is duplicated every
timeacell divides. Thepatternof A,T,C and G nucleotidesisfaithfully
copied into the DNA of each of the trillions of new cells that are made
as a baby grows. When anew individual is conceived, anew and unique
pattern of data is 'burned into' his DNA ROM, and he is then stuck
with that pattern for the rest of his life. It is copied into al his cells
(except his reproductive cells, into which arandom half of his DNA is
copied, as we shall see).

All computer memory, whether 'ROM' or 'RAM’, is addressed. This
means that every location in the memory has alabel, usualy a number
but this is an arbitrary convention. It is important to understand the
distinction between the address and the contents of a memory
location. Each location is known by its address. For instance the first
two letters of this chapter, 'It', are at this moment sitting in RAM
locations 6446 and 6447 of my computer, which has 65536 RAM
locations atogether. At another time, the contents of those two
locations will be different. The contents of a location is whatever was
most recently written in that location. Each ROM location aso has an
address and a contents. The difference is that each location is stuck
with its contents, once and for all.

The DNA is arranged along stringy chromosomes, like long com-
puter tapes. All the DNA in each of our cells is addressed in the same
sense as computer ROM, or indeed computer tape, is addressed. The
exact numbers or names that we use to label a given address are
arbitrary, just as they are for computer memory. What mattersis that a
particular location in my DNA corresponds precisely to one particular
location in your DNA: they have the same address. The contents of my
DNA location 321762 may or may not be the same as the contents of
your location 321762. But my location 321762 is in precisely the same
position in my cells as your location 321762 is in your cells. 'Position'
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here means position along the length of a particular chromosome. The
exact physical position of a chromosome in a cell doesn't matter.
Indeed, it floats about in fluid o its physical position varies, but every
location along the chromosome is precisely addressed in terms of
linear order along the length of the chromosome, just as every location
along a computer tape is precisely addressed, even if the tape is strewn
around the floor rather than being neatly rolled up. All of us, all human
beings, have the same set of DNA addresses, but not necessarily the
same contents of those addresses. That is the main reason why we are
all different from each other.

Other species don't have the same set of addresses. Chimpanzees,
for instance, have 48 chromosomes compared to our 46. Strictly
speaking it is not possible to compare contents, address by address,
because addresses don't correspond to each other across species
barriers. Closely related species, however, like chimps and humans,
have such large chunks of adjacent contents in common that we can
easily identify them as basically the same, even though we can't use
quite the same addressing system for the two species. The thing that
defines a species is that all members have the same addressing system
for their DNA. Give or take afew minor exceptions, all members have
the same number of chromosomes, and every location along the length
of a chromosome has its exact opposite number in the same position
aong the length of the corresponding chromosome in al other
members of the species. What can differ among the members of a
species is the contents of those locations.

The differences in contents in different individuals come about in
the following manner, and here | must stress that | am talking about
sexually reproducing species such as our own. Our sperms or eggs each
contain 23 chromosomes. Each addressed location in one of my sperms
corresponds to a particular addressed location in every other one of my
sperms, and in every one of your eggs (or sperms). All my other cells
contain 46 - a double set. The same addresses are used twice over in
each of these cells. Every cell contains two chromosome 9s, and two
versions of location 7230 along chromosome 9. The contents of the
two may or may not be the same, just as they may or may not be the
same in other members of the species. When a sperm, with its 23
chromosomes, is made from a body cell with its 46 chromosomes, it
only gets one of the two copies of each addressed location. Which one
it gets can be treated as random. The same goes for eggs. The result is
that every sperm produced and every egg produced is unique in terms
of the contents of their locations, although their addressing system is
identical in all members of one species (with minor exceptions that
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need not concern us). When a sperm fertilizes an egg, a full com-
plement of 46 chromosomesis, of course, made up; and all 46 are then
duplicated in al the cells of the developing embryo.

| said that ROM cannot be written to except when it is first manu-
factured, and that is true al'so of the DNA in cells, except for occasional
random errors in copying. But there is a sense in which the collective
data bank consisting of the ROMs of an entire species can be con-
structively written to. The nonrandom survival and reproductive suc-
cess of individuals within the species effectively 'writes' improved
instructions for survival into the collective genetic memory of the
species as the generations go by. Evolutionary change in a species
largely consists of changes in how many copies there are of each of the
various possible contents at each addressed DNA location, as the
generations pass. Of course, at any particular time, every copy hasto be
inside an individual body. But what mattersin evolution is changesin
frequency of alternative possible contents at each address in
populations. The addressing system remains the same, but the
statistical profile of location contents changes as the centuries go by.

Once in a blue moon the addressing system itself changes.
Chimpanzees have 24 pairs of chromosomes and we have 23. We share
a common ancestor with chimpanzees, s at some point in either our
ancestry or chimps there must have been a change in chromosome
number. Either we lost a chromosome (two merged), or chimps gained
one (one split). There must have been at |least one individual who had a
different number of chromosomes from his parents. There are other
occasional changes in the entire genetic system. Whole lengths of
code, as we shall see, may occasionaly be copied to completely
different chromosomes. We know this because we find, scattered
around the chromosomes, long strings of DNA text that are identical.

When the information in a computer memory has been read from a
particular location, one of two things may happentoit. It can either smply
be written somewhere else, or it can become involved in some 'action’.
Being written somewhere €lse means being copied. We have already seen
that DNA isreadily copied from one cdl to anew cell, and that chunks of
DNA may be copied from oneindividual to another individual, namely its
child. 'Action' ismore complicated. In computers, onekind of actionisthe
execution of program instructions. In my computer's ROM, location
numbers 64489, 64490 and 64491, taken together, contain a particular
pattern of contents - Is and Os which — when interpreted as instructions,
result in the computer's little loudspeaker uttering a blip sound. This bit
pattern is 101011010011000011000000. There is nothing inherently
blippy or noisy about that bit pattern. Nothing about it tells you that it will
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have that effect on the loudspeaker. It has that effect only because of
theway therest of the computer iswired up. In the sameway, patterns
in the DNA four-letter code have effects, for instance on eye colour or
behaviour, but these effects are not inherent in the DNA data patterns
themselves. They have their effects only as aresult of the way the rest
of the embryo develops, which in turn is influenced by the effects of
patterns in other parts of the DNA. This interaction between genes
will be a main theme of Chapter 7.

Before they can be involved in any kind of action, the code symbols
of DNA have to be translated into another medium. They are first
transcribed into exactly corresponding RNA symbols. RNA also has a
four-letter alphabet. From here, they aretranslatedinto adifferent kind
of polymer called a polypeptide or protein. It might be caled a
polyamino acid, because the basic units are amino acids. There are 20
kinds of amino acids in living cells. All biological proteins are chains
made of these 20 basic building-blocks. Although aproteinisachain of
amino acids, most of them don't remain long and stringy. Each chain
coils up into a complicated knot, the precise shape of which is de-
termined by the order of amino acids. This knot shape therefore never
varies for any given sequence of amino acids. The sequence of amino
acidsin turn is precisely determined by the code symbolsin alength of
DNA (via RNA as an intermediary). There is a sense, therefore, in
which the three-dimensional coiled shape of a protein is determined by
the one-dimensional sequence of code symbols in the DNA.

The translation procedure embodies the celebrated three-letter
‘genetic code'. Thisis adictionary, in which each of the 64 (4 x 4 x 4)
possible triplets of DNA (or RNA) symbols istranslated into one of the
20 amino acids or a 'stop reading' symbol. There are three of these 'stop
reading' punctuation marks. Many of the amino acids are coded by
more than one triplet (as you might have guessed from the fact that
there are 64 triplets and only 20 amino acids). The whole tranglation,
from dtrictly sequentill  DNA ROM to precisely invariant
three-dimensional protein shape, is a remarkable feat of digital infor-
mation technology. Subsequent steps by which genes influence bodies
are a little less obviously computer-like.

Every living cell, even a single bacterial cell, can be thought of as a
gigantic chemical factory. DNA patterns, or genes, exert their effects
by influencing the course of events in the chemical factory, and they
do this via their influence on the three-dimensional shape of protein
molecules. The word gigantic may seem surprising for a cell, especially
when you remember that 10 million bacterial cells could st on the
-surface of a pin's head. But you will also remember that each of these
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cels is capable of holding the whole text of the New Testament and,
moreover, it is gigantic when measured by the number of sophisticated
machines that it contains. Each machine is a large protein molecule,
put together under the influence of a particular stretch of DNA. Pro-
tein molecules called enzymes are machinesin the sense that each one
causes a particular chemical reaction to take place. Each kind of pro-
tein machine churns out its own particular chemical product. To do
this it uses raw materials that are drifting around in the cell, being,
very probably, the products of other protein machines. To get anideaof
the size of these protein machines, each one is made of about 6,000
atoms, which is very large by molecular standards. There are about a
million of these large pieces of apparatusin acell, and there are more
than 2,000 different kinds of them, each kind specialized to do a
particular operation in the chemical factory - the cell. It is the charac-
teristic chemical products of such enzymes that give a cell its indi-
vidual shape and behaviour.

Sinceall body cells contain the same genes, it might seem surprising
that all body cells aren't the same as each other. The reason is that a
different subset of genesisread in different kinds of cells, the others
being ignored. In liver cells, those parts of the DNA ROM specifically
relevant to the building of kidney cellsare not read, and vice versa. The
shape and behaviour of a cell depend upon which genes inside that cell
are being read and trandlated into their protein products. This in turn
depends on the chemicals already in the cell, which depends partly on
which genes have previously been read in the cell, and partly on
neighbouring cells. When one cell divides into two, the two daughter
cells aren't necessarily the same as each other. In the original fertilized
egg, for instance, certain chemicals congregate at one end of the cell,
others at the other end. When such a polarized cell divides, the two
daughter cells receive different chemical alocations. This means that
different genes will be read in the two daughter cells, and a kind of
self-reinforcing divergence gets going. The final shape of the whole
body, the size of its limbs, the wiring up of its brain, the timing of its
behaviour patterns, are all the indirect consequences of interactions
between different kinds of cells, whose differences in their turn arise
through different genes being read. These diverging processes are best
thought of as locally autonomous in the manner of the 'recursive
procedure of Chapter 3, rather than as coordinated in some grand
central design.

'‘Action’, in the sense used in this chapter, is what a geneticist is
talking about when he mentions the 'phenotypic effect' of a gene.
DNA has effects upon bodies, upon eye colour, hair crinkliness,
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strength of aggressive behaviour and thousands of other attributes, all
of which are called phenotypic effects. DNA exerts these effects in-
itially locally, after being read by RNA and translated into protein
chains, which then affect cell shape and behaviour. This is one of the
two ways in which the information in the pattern of DNA can be read
out. The other way isthat it can be duplicated into anew DNA strand.
This is the copying that we discussed earlier.

There is a fundamental distinction between these two routes of
transmission of the DNA information, vertical and horizontal trans-
mission. The information is transmitted vertically to other DNA in
cells (that make other cells) that make sperms or eggs. Hence it is
transmitted vertically to the next generation and then, vertically again,
to an indefinite number of future generations. | shall call this 'archival
DNA'. It is potentially immortal. The succession of cells along which
archival DNA travelsis caled the germ line. The germ line is that set
of cells, within a body, which is ancestral to sperms or eggs and hence
ancestral to future generations. DNA is also transmitted sideways or
horizontally: to DNA in non-germ-line cells such asliver cells or skin
cells; within such cells to RNA, thence to protein and various effects
on embryonic development and therefore on adult form and behaviour.
You can think of horizontal transmission and vertical transmission as
corresponding to the two sub-programs called DEVELOPMENT and
REPRODUCTION in Chapter 3.

Natural selection is all about the differential success of rival DNA
in getting itself transmitted vertically in the species archives. 'Rival
DNA' means alternative contents of particular addresses in the
chromosomes of the species. Some genes are more successful than
rival genes at remaining in the archives. Although vertical trans-
mission down the archives of the species is ultimately what 'success
means, the criterion for success is normally the action that the genes
have on bodies, by means of their sideways transmission. This, too, is
just like the biomorph computer model. For instance, suppose that in
tigers there is a particular gene which, by means of its sideways
influence in cells of the jaw, causes the teeth to be alittle sharper than
those that would be grown under the influence of arival gene. A tiger
with extra-sharp teeth can kill prey more efficiently than a normal
tiger; hence it has more offspring; hence it passes on, vertically, more
copies of the gene that makes sharp teeth. It passes on al its other
genes at the same time, of course, but only the specific 'sharp-teeth
gene' will find itself, on average, in the bodies of sharp-toothed tigers.
The gene itself benefits, in terms of its vertical transmission, from the
average effects that it has on a whole series of bodies.
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DNA's performance as an archival medium is spectacular. In its
capacity to preserve a message it far outdoes tablets of stone. Cows and
pea plants (and, indeed, all the rest of us) have an amost identical gene
called the histone H4 gene. The DNA text is 306 characters long. We
can't say that it occupies the same addresses in all species, because we
can't meaningfully compare address | abel s across species. But what we
can say is that there is a length of 306 characters in cows, which is
virtually identical to alength of 306 characters in peas. Cows and peas
differ from each other in only two characters out of these 306. We don't
know exactly how long ago the common ancestor of cows and peas
lived, but fossil evidence suggests that it was somewhere between
1,000 and 2,000 million years ago. Call it 1.5 billion years ago. Over
this unimaginably (for humans) long time, each of the two lineages
that branched from that remote ancestor has preserved 305 out of the
306 characters (on average: it could be that one lineage has preserved
all 306 of them and the other has preserved 304). Letters carved on
gravestones become unreadable in mere hundreds of years.

In away the conservation of the histone-H4 DNA document is even
more impressive because, unlike tablets of stone, it is not the same
physica structure that lasts and preserves the text. It is repeatedly
being copied and recopied as the generations go by, like the Hebrew
scriptures which were ritually copied by scribes every 80 years to
forestall their wearing-out. It is hard to estimate exactly how many
times the histone H4 document has been recopied in the lineage
leading to cows from the common ancestor with peas, but it is prob-
ably asmany as 20 billion times. It is aso hard to find ayardstick with
which to compare the preservation of more than 99 per cent of infor-
mation in 20 billion successive copyings. We can try using aversion of
the game of grandmothers' whispers. Imagine 20 billion typists sitting
in a row. The line of typists would reach right round the Earth 500
times. The first typist writes a page of a document and hands it to his
neighbour. He copies it and hands his copy to the next one. He copiesit
again and hands it on to the next, and so on. Eventually, the message
reaches the end of the line, and we read it (or rather our 12,000th great
grandchildren do, assuming that all the typists have a speed typical of a
good secretary). How faithful arendering of the original messagewould
it be?

To answer this we have to make some assumption about the accur-
acy of the typists. Let's twist the question round the other way. How
good would each typist have to be, in order to match the DNA's
performance? The answer is almost too ludicrous to express. For what
it is worth, every typist would have to have an error rate of about one
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inatrillion; that is, he would have to be accurate enough to make only
a single error in typing the Bible 250,000 times at a stretch. A good
secretary in real life has an error rate of about one per page. This is
about half a billion times the error rate of the histone H4 gene. A line
of real-life secretarieswould degrade atext to 99 per cent of its original
letters by the 20th member of the line of 20 billion. By the 10,000th
member of the line, less than 1 per cent of the original text would
survive. This point of near total degradation would be reached before
99.9995 per cent of the typists had even seen it.

This whole comparison has been a bit of a cheat, but in an inter-
esting and revealing respect. | gave the impression that what we are
measuring is copying errors. But the histone H4 document hasn't just
been copied, it has been subjected to natural selection. Histone is
vitally important for survival. Itisused inthestructural engineering of
chromosomes. Maybe lots more mistakes in copying the histone H4
gene occurred, but the mutant organismsdid not survive, or at least did
not reproduce. To make the comparison fair, we should have to assume
that built into each typist's chair isagun, wired up so that if he makes
a mistake he is summarily shot, his place being taken by a reserve
typist (squeamish readers may prefer to imagine a spring-loaded € ector
seat gently catapulting miscreant typists out of the line, but the gun
gives amore realistic picture of natural selection).

So, this method of measuring the conservatism of DNA, by looking
at the number of changesthat have actual ly occurred during geological
time, compounds genuine copying fidelity with thefiltering effects of
natural selection. We see only the descendants of successful DNA
changes. The ones that led to death are obviously not with us. Can we
measure the actual copying fidelity on the ground, before natural
selection gets to work on each new generation of genes? Yes, thisisthe
inverse of what is known as the mutation rate, and it can be measured.
The probability of any particular |letter being miscopied on any one
copying occasion turns out to be alittle more than onein abillion. The
difference between this, the mutation rate, and the lower rate at which
change has actually been incorporated in the histone gene during
evolution, is a measure of the effectiveness of natural selection in
preserving this ancient document.

The histone gene's conservatism over the aeons is exceptiona by
genetic standards. Other genes change at a higher rate, presumably
because natural selection is more tolerant of variations in them. For
instance, genes coding the proteins known asfibrinopeptides changein
evolution at a rate that closely approximates the basic mutation rate.
This probably means that mistakes in the details of these proteins
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(they are produced during the clotting of blood) don't matter much for
the organism. Haemoglobin genes have a rate of changing that is
intermediate betwen histones and fibrinopeptides. Presumably natural
selection's tolerance of their errors is intermediate. Haemoglobin is
doing an important job in the blood, and its details really matter, but
several alternative variants of it seem capable of doing the job equally
well.

Here we have something that seems a little paradoxical, until we
think about it further. The slowest-evolving molecules, like histones,
turn out to be the ones that have been most subject to natural
selection. Fibrinopeptides are the fastest-evolving molecules because
natural selection aimost completely ignores them. They are free to
evolve at the mutation rate. The reason this seems paradoxical is that
we place so much emphasis on natural selection as the driving force of
evolution. If there is no natural selection, therefore, we might expect
that there would be no evolution. Conversely, strong 'selection press-
ure', we could be forgiven for thinking, might be expected to lead to
rapid evolution. Instead, what we find is that natural selection exertsa
braking effect on evolution. The baseline rate of evolution, in the
absence of natural selection, is the maximum possible rate. That is
synonymous with the mutation rate.

This isn't really paradoxical. When we think about it carefully, we
see that it couldn't be otherwise. Evolution by natural selection could
not be faster than the mutation rate, for mutation is, ultimately, the
only way in which new variation enters the species. All that natural
selection can do is accept certain new variations, and reject others. The
mutation rate is bound to place an upper limit on the rate at which
evolution can proceed. As a matter of fact, most of natural selection is
concerned with preventing evolutionary change rather than with
driving it. This doesn't mean, | hasten to insist, that natural selection
is a purely destructive process. It can construct too, in ways that
Chapter 7 will explain.

Even the mutation rate is pretty slow. This is another way of saying
that, even without natural selection, the performance of the DNA code
in accurately preserving its archive is very impressive. A conservative
estimate is that, in the absence of natural selection, DNA replicates so
accurately that it takes five million replication generations to miscopy
1 per cent of the characters. Our hypothetical typists are still
hopelessly outclassed by DNA, even if there is no natural selection. To
match DNA with no natural selection, the typists would each have to
be able to type the whole of the New Testament with only one error.
That is, they would each have to be about 450 times more accurate
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than a typical rea-life secretary. This is obviously much less than the
comparable figure of half a billion, which is the factor by which the
histone H4 gene after natural selection is more accurate than a typical
secretary; but it is still a very impressive figure.

But | have been unfair to the typists. | assumed, in effect, that they
are not capable of noticing their mistakes and correcting them. | have
assumed a complete absence of proofreading. Inreality, of course, they
do proofread. My line of billions of typists wouldn't, therefore, cause
the origina message to degenerate in quite the simple way that |
portrayed. The DNA-copying mechanism does the same kind of
error-correction automatically. If it didn't, it wouldn't achieve any-
thing like the stupendous accuracy that | have described. The DNA-
copying procedure incorporates various 'proofreading' drills. Thisis al
the more necessary because the letters of the DNA code are by no
means static, like hieroglyphs carved in granite. On the contrary, the
molecules involved are s0 small - remember all those New
Testaments fitting on a pin's head - that they are under constant
assault from the ordinary jostling of molecules that goes on due to
heat. There is a constant flux, a turnover of letters in the message.
About 5,000 DNA letters degenerate per day in every human cell, and
are immediately replaced by repair mechanisms. If the repair
mechanisms weren't there and ceaselessly working, the message
would steadily dissolve. Proofreading of newly copied text is just a
special case of normal repair work. It is mainly proofreading that is
responsible for DNA's remarkable accuracy and fidelity of information
storage.

We have seen that DNA molecules are the centre of a spectacular
information technology. They are capable of packing an immense
amount of precise, digital information into a very small space; and
they are capable of preserving this information - with astonishingly
few errors, but still some errors - for a very long time, measured in
millions of years. Where are' these facts leading us? They are leading us
in the direction of a central truth about life on Earth, the truth that |
alluded to in my opening paragraph about willow seeds. This is that
living organisms exist for the benefit of DNA rather than the other way
around. Thiswon't be obvious yet, but | hope to persuade you of it. The
messages that DNA molecules contain are all but eternal when seen
against the time scale of individual lifetimes. The lifetimes of DNA
messages (give or take a few mutations) are measured in units ranging
from millions of years to hundreds of millions of years; or, in other
words, ranging from 10,000 individual lifetimes to atrillion individual
lifetimes. Each individual organism should be seen as a temporary
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vehicle, in which DNA messages spend a tiny fraction of their
geological lifetimes.

Theworldisfull of thingsthat exist . . . ! Nodisputing that, but isit
going to get us anywhere? Things exist either because they have re-
cently come into existence or because they have qualities that made
them unlikely to be destroyed in the past. Rocks don't come into
existence at a high rate, but once they exist they are hard and durable.
If they were not they wouldn't be rocks, they would be sand. Indeed,
some of them are, which is why we have beaches! It is the ones that
happen to be durable that exist as rocks. Dewdrops, on the other hand,
exist, not because they are durable, but because they have only just
come into existence and have not yet had time to evaporate. We seem
to have two kinds of 'existenceworthiness': the dewdrop kind, which
can be summed up as 'likely to come into existence but not very
durable’; and the rock kind, which can be summed up as 'not very
likely to come into existence but likely to last for a long time once
there'. Rocks have durability and dewdrops have 'generatability’. (I've
tried to think of aless ugly word but | can't.)

DNA gets the best of both worlds. DNA molecules themselves, as
physical entities, are like dewdrops. Under the right conditions they
come into existence at a great rate, but no one of them has existed for
long, and al will be destroyed within a few months. They are not
durable like rocks. But the patterns that they bear in their sequences
are as durabl e as the hardest rocks. They have what it takes to exist for
millions of years, and that is why they are still here today. The
essential difference from dewdrops is that new dewdrops are not be-
gotten by old dewdrops. Dewdrops doubtless resembl e other dewdrops,
but they don't specifically resemble their own 'parent’ dewdrops. Un-
like DNA molecules, they don't form lineages, and therefore can't pass
on messages. Dewdrops come into existence by spontaneous
generation, DNA messages by replication.

Truismslike 'the world isfull of things that have what it takes to be
in the world' are trivial, almost silly, until we come to apply them to a
special kind of durability, durability in the form of lineages of multiple
copies. DNA messages have adifferent kind of durability from that of
rocks, and adifferent kind of generatability from that of dewdrops. For
DNA molecules, 'what it takes to be in the world' comes to have a
meaning that is anything but obvious and tautological. 'What it takes
to be in the world' turns out to include the ability to build machines
like you and me, the most complicated things in the known universe.
L et us see how this can be so.

Fundamentally, the reason is that the properties of DNA that we
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have identified turn out to be the basic ingredients necessary for any
process of cumulative selection. In our computer models in Chapter 3,
we deliberately built into the computer the basic ingredients of
cumulative selection. If cumulative selectionisreally to happen in the
world, some entities have got to arise whose properties constitute
those basic ingredients. Let us look, now, at what those ingredients
are. Aswe do so, we shall keep in mind the fact that these very same
ingredients, at least in some rudimentary form, must have arisen
spontaneously on the early Earth, otherwise cumulative selection, and
therefore life, would never have got started in the first place. We are
talking here not specifically about DNA, but about the basic ingre-
dients needed for life to arise anywhere in the universe.

When the prophet Ezekiel was in the valley of bones he prophesied
to the bones and made them join up together. Then he prophesied to
them and made flesh and sinews come around them. But still there was
no breath in them. The vital ingredient, the ingredient of life, was
missing. A dead planet has atoms, molecules and larger lumps of
matter, jostling and nestling against each other at random, according to
the laws of physics. Sometimes the laws of physics cause the atoms
and molecules to join up together like Ezekiel's dry bones, sometimes
they cause them to split apart. Quite large accretions of atoms can
form, and they can crumble and break apart again. But still thereis no
breath in them.

Ezekiel called upon the four winds to put living breath into the dry
bones. What is the vital ingredient that a dead planet like the early
Earth must have, if it isto have a chance of eventually coming alive, as
our planet did? It is not breath, not wind, not any kind of elixir or.
potion. It is not a substance at al, it is aproperty, the property of self-
replication. Thisisthe basic ingredient of cumulative selection. There
must somehow, as a consequence of the ordinary laws of physics, come
into being self-copying entities or, as | shall call them, replicators. In
modern life thisrole isfilled, amost entirely, by DNA molecules, but
anything of which copies are made would do. We may suspect that the
first replicators on the primitive Earth were not DNA molecules. It is
unlikely that a fully fledged DNA molecule would spring into ex-
istence without the aid of other molecules that normally exist only in
living cells. Thefirst replicatorswere probably cruder and simpler than
DNA.

There are two other necessary ingredients, which will normally
arise automatically from the first ingredient, self-replication itself.
There must be occasiona errors in the self-copying; even the DNA
system very occasionally makes mistakes, and it seems likely that the
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first replicators on Earth were much more erratic. And at least some of
the replicators should exert power over their own future. This last
ingredient sounds more sinister than it actually is. All it meansis that
some properties of the replicators should have an influence over their
probability of being replicated. At least in arudimentary form, thisis
likely to be an inevitable consequence of the basic facts of self-
replicationitself.

Each replicator, then, has copies of itself made. Each copy is the
same as the original, and has the same properties as the original.
Among these properties, of course, is the property of making
(sometimes with errors) more copies of itself. So each replicator is
potentially the 'ancestor' of an indefinitely long line of descendant
replicators, stretching into the distant future, and branching to pro-
duce, potentially,.an exceedingly large number of descendant rep-
licators. Each new copy must be made from raw materials, smaller
building blocks knocking around. Presumably the replicators act as
some kind of mould or template. Smaller components fall together
into the mould in such a way that a duplicate of the mould is made.
Then the duplicate breaks free and is able to act asamould in its own
right. Hence we have a potentially growing population of replicators.
The population will not grow indefinitely, because eventually the
supply of raw materials, the smaller elements that fall into the moulds,
will become limiting.

Now we introduce our second ingredient into the argument.
Sometimes the copying will not be perfect. Mistakes will happen. The
possibility of errors can never be totally eliminated from any copying
process, athough their probability can be reduced to low levels. Thisis
what the manufacturers of hi-fi equipment are striving towards all the
time, and the DNA-replication process, as we have seen, is
spectactularly good at reducing errors. But modern DNA replication is
a high-technology affair, with elaborate proofreading techniques that
have been perfected over many generations of cumulative selection. As
we have seen, the first replicators probably were relatively crude, low-
fidelity contraptions in comparison.

Now go back to our population of replicators, and see what the
effect of erratic copying will be. Obviously, instead of there being a
uniform population of identical replicators, we shall have a mixed
population. Probably many of the products of erratic copying will be
found to have lost the property of self-replication that their 'parent'
had. But a few will retain the property of self-replication, while being
different from the parent in some other respect. So we shall have copies
of errors being duplicated in the population.
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When you read the word ‘error', banish from your mind all
pejorative associations. It simply means an error from the point of
view of high-fidelity copying. It is possible for an error to result in an
improvement. | dare say many an exquisite new dish has been created
because a cook made a mistake while trying to follow arecipe. Insofar
as | can claim to have had any origina scientific ideas, these have
sometimes been misunderstandings, or misreadings, of other peoples
ideas. To return to our primeval replicators, while most miscopyings
probably resulted in diminished copying effectiveness, or total loss of
the self-copying property, afew might actually have turned out to be
better at self-replication than the parent replicator that gave rise to
them.

What does 'better’ mean? Ultimately it means more efficient at
self-replication, but what might this mean in practice? This brings us
toour third 'ingredient'. | referred to this as 'power’, and you'll see why
in a moment. When we discussed replication as a moulding process,
we saw that the last step in the process must be the new copy's
breaking free of the old mould. The time that this occupies may be
influenced by a property which | shall cal the 'stickiness' of the old
mould. Suppose that in our population of replicators, which vary be-
cause of old copying errors back in their 'ancestry’, some varieties
happen to be more sticky than others. A very sticky variety clings to
each new copy for an average time of more than an hour before it
finally breaks free and the process can begin again. A less-sticky
variety lets go of each new copy within a split second of its formation.
Which of these two varieties will come to predominate in the
population of replicators? Thereisno doubt about the answer. If thisis
the only property by which the two varieties differ, the sticky one is
bound to become far less numerous in the population. The non-sticky
one is churning out copies of non-sticky ones at thousands of times the
rate that the sticky one is making copies of sticky ones. Varieties of
intermediate stickiness will have intermediate rates of self-
propagation. There will be an 'evolutionary trend' towards reduced
stickiness.

Something like this kind of elementary natural selection has been
duplicated in the test-tube. There is a virus called Q-beta which lives
as aparasite of the gut bacterium Escherichia coli. Q-beta has no DNA
but it does contain, indeed it largely consists of, a single strand of the
related molecule RNA. RNA is capable of being replicated in a similar
way to DNA.

In the norma cdl, protein molecules are assembled to the
specification of RNA plans. These are working copies of plans, run off
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from the DNA masters held in the cell's precious archives. But it is
theoretically possible to build a special machine - a protein molecule like
the rest of the cellular machines - that runs off RNA copies from other
RNA copies. Such a machine is called an RNA-replicase molecule. The
bacterial cell itself normally has no use for these machines, and doesn't
build any. But since the replicaseis just a protein molecule like any other,
the versatile protein-building machines of the bacteria cell can easily
turn to building them, just as the machine tools in a car factory can
quickly be turned over in time of war to making munitions: al they need
is to be fed the right blueprints. This is where the virus comes in.

The business part of the virus is an RNA plan. Superficidly .it is
indistinguishable from any of the other RNA working blueprints that are
floating around, after being run off the bacterium's DNA master. But if
you read the small print of the virah RNA you will find something
devilish written there. The letters spell out a plan for making RNA-
replicase: for making machines that make more copies of the very same
RNA plans, that make more machines that make more copies of the
plans, that make more.. . .

Sothefactory ishijacked by these self-interested blueprints. Inasense
it was crying out to be hijacked. If you fill your factory with machines o
sophisticated that they can make anything that any blueprint tells them
to make, it is hardly surprising if sooner or later a blueprint arises that
tells these machines to make copies of itself. The factory fills up with
more and more of these rogue machines, each churning out rogue
blueprints for making more machines that will make more of them-
sdlves. Finally, the unfortunate bacterium bursts and releases millions of
viruses that infect new bacteria. So much for the normal life cycle of the
virusin nature.

| have called RNA-replicase and RNA respectively a machine and a
blueprint. So they are, in a sense (to be disputed on other grounds in a
later chapter), but they are also molecules, and it is possible for human
chemists to purify them, bottle them and store them on a shelf. Thisis
what Sol Spiegelman and his colleagues did in America in the 1960s
Then they put the two molecules together in solution, and a fascinating
thing happened. In the test-tube, the RNA molecules acted as templates
for the synthesis of copies of themselves, aided by the presence of the
RNA-replicase. The machine tools and the blueprints had been extracted
and put into cold storage, separately from one another. Then, as soon as
they were given access to each other, and also to the small molecules
needed as raw materials, in water, both got back to their old tricks even
though they were no longer in a living cell but in a test tube.

It is but a short step from this to natural selection and evolution in the



132 The Blind Watchmaker

laboratory. It is just a chemical version of the computer biomorphs.
The experimental method is basically to lay out a long row of test-
tubes each containing a solution of RNA-replicase, and aso of raw
materials, small molecules that can be used for RNA synthesis. Each
test-tube contains the machine tools and the raw material, but so far it
is sitting idle, doing nothing because it lacks a blueprint to work from.
Now a tiny amount of RNA itself is dropped into the first test-tube.
The replicase apparatus immediately gets to work and manufactures
lots of copies of the newly introduced RNA molecules, which spread
through the test-tube. Now a drop of the solution in the first test-tube
is removed and put into the second test-tube. The process repeats itself
in the second test-tube and then a drop is removed and used to seed the
third test-tube, and so on.

Occasionaly, because of random copying errors, aslightly different,
mutant RNA molecule spontaneously arises. If, for any reason, the
new variety is competitively superior to the old one, superior in the
sense that, perhaps because of its low 'stickiness, it gets itself rep-
licated faster or otherwise more effectively, the new variety will
obviously spread through the test-tube in which it arose, out-
numbering the parental type that gave rise to it. Then, when a drop of
solution is removed from that test-tube to seed the next test-tube, it
will be the new mutant variety that does the seeding. If we examine
the RNAs in along succession of test-tubes, we see what can only be
caled evolutionary change. Competitively superior varieties of RNA
produced at the end of several test-tube 'generations' can be bottled
and named for future use. One variety for example, called V2, rep-
licates much more rapidly than normal Q-beta RNA, probably be-
cause it is smaller. Unlike Q-beta RNA, it doesn't have to 'bother' to
contain the plans for making replicase. Replicase is provided free by
the experimenters. V2 RNA was used as the starting point for an
interesting experiment by Leslie Orgel and his colleaguesin California,
in which they imposed a 'difficult' environment.

They added to their test-tubes a poison called ethidium bromide
which inhibits the synthesis of RNA: it gums up the works of the
machine tools. Orgel and colleagues began with a weak solution of the
poison. At first, the rate of synthesis was slowed down by the poison,
but after evolving through about nine test-tube transfer 'generations,, a
new strain of RNA that was resistant to the poison had been selected.
Rate of RNA synthesis was now comparable to that of norma V2 RNA
in the absence of poison. Now Orgel and his colleagues doubled the
concentration of poison. Again the rate of RNA replication dropped,
but after another 10 or so test-tube transfers a strain of RNA had
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evolved that was immune even to the higher concentration of poison.
Then the concentration of the poison was doubled again. In this way,
by successive doublings, they managed to evolve a strain of RNA that
could self-replicate in very high concentrations of ethidium bromide,
10 times as concentrated as the poison that had inhibited the original
ancestral V2 RNA. They cdled the new, resistant RNA V40. The
evolution of V40 from V2 took about 100 test-tube transfer
'generations’ (of course, many actual RNA-replication generations go
on between each test-tube transfer).

Orgd has also done experiments in which no enzyme was provided.
He found that RNA molecules can replicate themselves spontaneously
under these conditions, albeit very slowly. They seem to need some
other catalyzing substance, such as zinc. Thisisimportant because, in
the early days of life when. replicators first arose, we cannot suppose
that there were enzymes around to help them to replicate. There
probably was zinc, though.

The complementary experiment was carried out a decade ago in the
laboratory of the influential German school working on the origin of
life under Manfred Eigen. These workers provided replicase and RNA
building blocks in the test-tube, but they did not seed the solution
with RNA. Nevertheless, a particular large RNA molecule evolved
spontaneously in the test-tube, and the same molecule re-evolved
itself again and again in subsequent independent experiments! Careful
checking showed that there was no possibility of chance infection by
RNA molecules. This is a remarkable result when you consider the
statistical improbability of the same large molecule spontaneously
arising twice. It is very much more improbable than the spontaneous
typing of METHINKS IT IS LIKE A WEASEL. Like that phrase in our
computer model, the particular favoured RNA molecule was built up
by gradual, cumulative evolution.

The variety of RNA produced, repeatedly, in these experimentswas
of the same size and structure as the molecules that Spiegelman had
produced. But whereas Spiegelman's had evolved by 'degeneration’
from naturally occurring, larger, Q-betaviral RNA, those of the Eigen
group had built themselves up from almost nothing. This particular
formula is well adapted to an environment consisting of test-tubes
provided with ready-madereplicase. It thereforeis converged upon by
cumulative selection from two very different starting points. The
larger, Q-beta RNA molecules are less well adapted to a test-tube
eg\lli ronment but better adapted to the environment provided by E.coli
cells.

Experiments such as these help us to appreciate the entirely
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automatic and non-deliberate nature of natural selection. Thereplicase
'machines’ don't 'know' why they make RNA molecules: it is just a
byproduct of their shape that they do. And the RNA molecules them-
selves don't work out a strategy for getting themselves duplicated.
Even if they could think, there is no obvious reason why any thinking
entity should be motivated to make copies of itself. If | knew how to
make copies of myself, I'm not sure that | would give the project high
priority in competition with al the other things | want to do: why
should I? But motivation isirrelevant for molecules. It isjust that the
structure of the viral RNA happens to be such that it makes cellular
machinery churn out copies of itself. And if any entity, anywhere in
the universe, happens to have the property of being good at making
more copies of itself, then automatically more and more copies of that
entity will obviously come into existence. Not only that but, since
they automatically form lineages and are occasionally miscopied, later
versions tend to be 'better' at making copies of themselves than earlier
versions, because of the powerful processes of cumulative selection. It
is all utterly simple and automatic. It is so predictable as to be almost
inevitable.

A 'successful' RNA molecule in a test-tube is successful because of
some direct, intrinsic property of itself, something analogous to the
'stickiness of my hypothetical example. But properties like
‘stickiness' are rather boring. They are elementary properties of the
replicator itself, propertiesthat have adirect effect onits probability of
being replicated. What if the replicator has some effect upon some-
thing else, which aff ects something el se, which aff ects something else,
which. . . eventually, indirectly affectsthereplicator's chance of being
replicated? Y ou can see that, if long chains of causes like this existed,
the fundamental truism would still hold. Replicators that happen to
have what it takes to get replicated would come to predominate in the
world, no matter how long and indirect the chain of causal links by
which they influence their probability of being replicated. And, by the
same token, the world will come to be filled with the links in this
causal chain. We shall see those links, and marvel at them.

In modern organisms we see them all the time. They are eyes and
skins and bones and toes and brains and instincts. These things are the
tools of DNA replication. They are caused by DNA, in the sense that
differences in eyes, skins, bones, instincts, etc. are caused by
differencesin DNA. They exert aninfluence over the replication of the
DNA that caused them, in that they affect the survival and repro-
duction of their bodies - which contain that sasme DNA, and whose
fate is therefore shared by the DNA. Therefore, the DNA itself exerts
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an influence over its own replication, via the attributes of bodies. DNA
can be said to exert power over itsown future, and bodies and their organs
and behaviour patterns are the instruments of that power.

When we talk about power, we are talking about consequences of
replicators that affect their own future, however indirect those con-
sequences might be. It doesn't matter how many links there are in the
chain from cause to effect. If the cause is a self-replicating entity, the
effect, be it ever so distant and indirect, can be subject to natural
selection. | shall summarize the general idea by telling a particular story
about beavers. In detail it is hypothetical, but it certainly cannot be far
from the truth. Although nobody has done research upon the develop-
ment of brain connections in the beaver, they have done this kind of
research on-other animals, like worms. | am borrowing the conclusions
and applying them to beavers, because beavers are more interesting and
congenia to many people than worms.

A mutant gene in a beaver isjust a change in one letter of the billion-
letter text; a change in a particular gene G. As the young beaver grows,
the changeis copied, together with all the other lettersin thetext, into all
the beaver's cells. In most of the cells the gene G is not read; other genes,
relevant to the workings of the other cell types, are. G isread, however, in
some cells in the developing brain. It is read and transcribed into RNA
copies. The RNA working copiesdrift around theinterior of the cells, and
eventually some of them bump into protein-making machines called
ribosomes. The protein-making machines read the RNA working plans,
and turn out new protein molecules to their specification. These protein
molecules curl up into a particular shape determined by their own
amino-acid sequence, which in turn is governed by the DNA code
sequence of the gene G. When G mutates, the change makes a crucial
difference to the amino-acid sequence normally specified by the gene G,
and hence to the coiled-up shape of the protein molecule.

These dlightly altered protein molecules are mass-produced by the
protein-making machines inside the developing brain cells. They in turn
act as enzymes, machines that manufacture other compounds in the
cdls, the gene products. The products of the gene G find their way into
the membrane surrounding the cell, and are involved in the processes
whereby the cell makes connections with other cells. Because of the
dight alteration in the original DNA plans, the production-rate of certain
of these membrane compounds is changed. Thisin turn changes the way
in which certain developing brain cells connect up with one another. A
subtle alteration in the wiring diagram of a particular part of the beaver's
brain has occurred, the indirect, indeed far-removed, conseguence of a
change in the DNA text.
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Now it happens that this particular part of the beaver's brain, be-
cause of its position in the total wiring diagram, is involved in the
beaver'sdam-building behaviour. Of course, large parts of the brain are
involved whenever the beaver builds a dam but, when the G mutation
affectsthisparticular part of thebrain'swiring diagram, the changehas
a specific effect on the behaviour. It causes the beaver to hold its head
higher in the water while swimming with aloginitsjaws. Higher, that
is, than a beaver without the mutation. Thismakesit alittle lesslikely
that mud, attached to the log, will wash off during the journey. This
increases the stickiness of the log, which in turn means that, when the
beaver thrustsit into the dam, the log is more likely to stay there. This
will tend to apply to al the logs placed by any beaver bearing this
particular mutation. The increased stickiness of the logs is a con-
sequence, again a very indirect consegquence, of an alteration in the
DNA text.

The increased stickiness of the logs makes the dam a sounder
structure, less likely to break up. Thisin turn increases the size of the
lake created by the dam, which makes the lodge in the centre of the
lake more secure against predators. This tends to increase the number
of offspring successfully reared by the beaver. If we look at the whole
population of beavers, those that possess the mutated gene will, on
average, tend thereforeto rear more of f spring than those not possessing
the mutated gene. Those offspring will tend to inherit archive copies of
the self-same dtered gene from their parents. Therefore, in the
population, this form of the gene will become more numerous as the
generations go by. Eventually it will become the norm, and will no
longer deserve the title ‘'mutant’. Beaver dams in genera will have
improved another notch.

The fact that this particular story is hypothetical, and that the
details may be wrong, isirrelevant. The beaver dam evolved by natural
selection, and therefore what happened cannot be very different, ex-
cept in practical details, from the story | have told. The general im-
plications of this view of life are explained and elaborated in my book
The Extended Phenotype, and | shan't repeat the arguments here. You
will notice that in this hypothetical story there were no fewer than 11
links in the causal chain linking altered gene to improved survival. In
real life there might be even more. Every one of those links, whether it
is an effect on the chemistry inside a cell, a later effect on how brain
cells wire themselves together, an even later effect on behaviour, or a
final effect on lake size, is correctly regarded as caused by a changein
the DNA. It wouldn't matter if there were 111 links. Any effect that a
change in a gene has on its own replication probability isfair game for
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natural selection. It isall perfectly simple, and delightfully automatic
and unpremeditated. Something like it is well-nigh inevitable, once
the fundamental ingredients of cumulative selection - replication,
error and power - have come into existence in the first place. But how
didthishappen?How did they comeinto existenceon Earth, beforelife
wasthere? We shall see how thisdifficult question might be answered,
in the next chapter.






CHAPTER 6

ORIGINS AND MIRACLES

Chance, luck, coincidence, miracle. One of the main topics of this
chapter is miracles and what we mean by them. My thesis will be that
events that we commonly call miracles are not supernatural, but are
part of a spectrum of more-or-less improbable natural events. A mir-
acle, in other words, if it occurs at al, is atremendous stroke of luck.
Events don't fall neatly into natural events versus miracles.

There are some would-be events that are too improbable to be
contemplated, but we can't know this until we have done a
calculation. And to do the calculation, we must know how much time
was available, more generally how many opportunities were available,
for the event to occur. Given infinite time, or infinite opportunities,
anything is possible. The large numbers proverbially furnished by
astronomy, and the large timespans characteristic of geology, combine
to turn topsy-turvy our everyday estimates of what is expected and
what is miraculous. | shal build up to this point using a specific
example which is the other main theme of this chapter. This example
is the problem of how life originated on Earth. To make the point
clearly, | shal arbitrarily concentrate on one particular theory of the
origin of life, although any one of the modern theories would have
served the purpose.

We can accept a certain amount of luck in our explanations, but not
too much. The question is, how much? The immensity of geological
time entitles us to postulate more improbable coincidences than a
court of law would allow but, even so, there are limits. Cumulative
selection is the key to all our modern explanations of life. It strings a
series of acceptably lucky events (random mutations) together in a
nonrandom sequence so that, at the end of the sequence, the finished
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product carries the illusion of being very very lucky indeed, far too
improbable to have come about by chance aone, even given a
timespan millions of times longer than the age of the universe so far.
Cumulative selection is the key but it had to get started, and we
cannot escape the need to postulate a single-step chance event in the
origin of cumulative selection itself.

And that vital first step was a difficult one because, at its heart,
there lies what seems to be a paradox. The replication processes that
we know seem to need complicated machinery to work. In the pres-
ence of a replicase 'machine tool', fragments of RNA will evolve,
repeatedly and convergently, towards the same endpoint, an endpoint
whose 'probability' seems vanishingly small until you reflect on the
power of cumulative selection. But we have to assist this cumulative
selection to get started. It won't go unless we provide a catalyst, such
as the replicase 'machine tool' of the previous chapter. And that
catalyst, it seems, is unlikely to come into existence spontaneously,
except under the direction of other RNA molecules. DNA molecules
replicate in the complicated machinery of the cell, and written words
replicate in Xerox machines, but neither seem capable of spontaneous
replication in the absence of their supporting machinery. A Xerox
machine is capable of copying its own blueprints, but it is not capable
of springing spontaneously into existence. Biomorphs readily replicate
in the environment provided by a suitably written computer program,
but they can't write their own program or build a computer to run it.
The theory of the blind watchmaker is extremely powerful given that
we are allowed to assume replication and hence cumulative selection.
But if replication needs complex machinery, since the only way we
know for complex machinery ultimately to come into existence is
cumulative selection, we have a problem.

Certainly the modern cellular machinery, the apparatus of DNA
replication and protein synthesis, has all the hallmarks of a highly
evolved, specialy fashioned machine. We have seen how staggeringly
impressive it is as an accurate data storage device. At its own level of
ultra-miniaturization, it is of the same order of elaborateness and
complexity of design as the human eye is at a grosser level. All who
have given thought to the matter agree that an apparatus as complex as
the human eye could not possibly come into existence through
single-step seleciion. Unfortunately, the same seems to be true of at
least parts of the apparatus of cellular machinery whereby DNA rep-
licates itself, and this applies not just to the cells of advanced
creatures like ourselves and amoebas, but also to relatively more
primitive creatures like bacteria and blue-green agae.
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So, cumulative selection can manufacture complexity while
single-step selection cannot. But cumulative selection cannot work
unless there is some minimal machinery of replication and replicator
power, and the only machinery of replication that we know seems too
complicated to have come into existence by means of anything less
than many generations of cumulative selection! Some people see this
as a fundamental flaw in the whole theory of the blind watchmaker.
They seeit asthe ultimate proof that there must originally have beena
designer, not a blind watchmaker but a far-sighted supernatural
watchmaker. Maybe, it is argued, the Creator does not control the
day-to-day succession of evolutionary events; maybe he did not frame
the tiger and the lamb, maybe he did not make a tree, but he did set up
the original machinery of replication and replicator power, the original
machinery of DNA and protein that made cumulative selection, and
hence al of evolution, possible.

Thisis a transparently feeble argument, indeed it is obviously self-
defeating. Organized complexity is the thing that we are having
difficulty in explaining. Once we are alowed smply to postulate
organized complexity, if only the organized complexity of the DNA/
protein replicating engine, it is relatively easy to invoke it as a
generator of yet more organized complexity. That, indeed, is what
most of this book is about. But of course any God capable of in-
telligently designing something as complex as the DNA/protein rep-
licating machine must have been at least as complex and organized as
that machine itself. Far more so if we suppose him additionally
capable of such advanced functions as listening to prayers and for-
giving sins. To explain the origin of the DNA/protein machine by
invoking a supernatural Designer is to explain precisely nothing, for it
leaves unexplained the origin of the Designer. Y ou have to say some-
thing like 'God was always there', and if you allow yourself that kind
of lazy way out, you might aswell just say 'DNA was always there', or
'Life was always there, and be done with it.

The more we can get away from miracles, major improbabilities,
fantastic coincidences, large chance events, and the more thoroughly
we can break large chance events up into a cumulative series of small
chance events, the more satisfying to rational minds our explanations
will be. But in this chapter we are asking how improbable, how
miraculous, a single event we are allowed to postulate. What is the
largest single event of sheer naked coincidence, sheer unadulterated
miraculous luck, that we are alowed to get away with in our theories,
and still say that we have a satisfactory explanation of life? In order for
a monkey to write 'Methinks it is like a weasel' by chance, it needs a
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very large amount of luck, but it is still measurable. We calculated the
odds against it as about 10 thousand million million million million
million million (10*°) to 1 against. Nobody can really comprehend or
imagine such a large number, and we just think of this degree of
improbability as synonymous with impossible. But athough we can't
comprehend these levels of improbability in our minds, we shouldn't
just run away from them in terror. The number 10%° may be very large
but we can still write it down, and we can still use it in calculations.
There are, after all, even larger numbers: 10*¢, for instance, is not just
larger; you must add 10™ to itself a million times in order to obtain
10%. What if we could somehow muster a gang of 10 monkeys each
with its own typewriter? Why, lo and behold, one of them would
solemnly type 'Methinksit is like aweasel', and another would almost
certainly type 'l think therefore | am'. The problem is, of course, that
we couldn't assemble that many monkeys. If all the matter in the
universe were turned into monkey flesh, we still couldn't get enough
monkeys. The miracle of a monkey typing 'Methinks it is like a
weasel' is quantitatively too great, measurably too great, for us to
admit it to our theories about what actually happens. But we couldn't
know this until we sat down and did the calculation.

So, there are some levels of sheer luck, not only too great for puny
human imaginations, but too great to be alowed in our hard-headed
calculations about the origin of life. But, to repeat the question, how
great a level of luck, how much of a miracle, are we alowed to
postulate? Don't let's run away from this question just because large
numbers are involved. It is a perfectly valid question, and we can at
least write down what we would need to know in order to calculate the
answer.

Now here is a fascinating thought. The answer to our question - of
how much luck we are allowed to postulate - depends upon whether
our planet is the only one that has life, or whether life abounds all
around the universe. The one thing we know for certain isthat life has
arisen once, here on this very planet. But we have no idea at all
whether there is life anywhere else in the universe. It is entirely
possible that there isn't. Some people have calculated that there must
be life elsawhere, on the following grounds (I won't point out the
fallacy until afterwards). There are probably at least 10% (i.e. 100
billion billion) roughly suitable planetsin the universe. We know that
life has arisen here, o it can't be all that improbable. Therefore it is
almost inescapable that at least some among all those billions of
billions of other planets have life.

The flaw in the argument lies in the inference that, because life has
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arisen here, it can't be too terribly improbable. You will notice that
this inference contains the built-in assumption that whatever went on
on Earth is likely to have gone on elsewhere in the universe, and this
begs the whole question. In other words, that kind of statistical
argument, that there must be life elsewhere in the universe because
there is life here, builds in, as an assumption, what it is setting out to
prove. This doesn't mean that the conclusion that life exists all around
the universe is necessarily wrong. My guessis that it is probably right.
It simply means that that particular argument that led up to it is no
argument at all. It isjust an assumption.

Let us, for the sake of discussion, entertain the alternative
assumption that life has arisen only once, ever, and that was here on
Earth. It is tempting to object to this assumption on the following
emotional grounds. Isn't there something terribly medieval about it?
Doesn't it recall the time when the church taught that our Earth was
the centre of the universe, and the stars just little pinpricks of light set
in the sky for our delight (or, even more absurdly presumptuous, that
the stars go out of their way to exert astrological influences on our
little lives)? How very conceited to assume that, out of all the billions
of billions of planets in the universe, our own little backwater of a
world, in our own local backwater of a solar system, in our own loca
backwater of a galaxy, should have been singled out for life? Why, for
goodness sake, should it have been our planet?

I am genuinely sorry, for | am heartily thankful that we have
escaped from the small-mindedness of the medieval church and |
despise modern astrologers, but | am afraid that the rhetoric about
backwaters in the previous paragraph is just empty rhetoric. It is
entirely possible that our backwater of a planet is literally the only one
that has ever borne life. The point is that if there were only one planet
that had ever borne life, then it would have to be our planet, for the
very good reason that ‘'we' are here discussing the question! If the
origin of life is such an improbable event that it happened on only one
planet in the universe, then our planet has to be that planet. So, we
can't use the fact that Earth has life to conclude that life must be
probable enough to have arisen on another planet. Such an argument
would be circular. We have to have some independent arguments
about how easy or difficult it isfor life to originate on a planet, before
we can even begin to answer the question of how many other planets
in the universe have life.

But that isn't the question we set out with. Our question was, how
much luck are we allowed to assume in a theory of the origin of life on
Earth? | said that the answer depends upon whether life has arisen only
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once, or many times. Begin by giving a name to the probability, how-
ever low it is, that life will originate on any randomly designated
planet of some particular type. Call this number the spontaneous
generation probability or SGP. It isthe SGPthat we shall arriveat if we
sit down with our chemistry textbooks, or strike sparks through
plausible mixtures of atmospheric gases in our laboratory, and
calculate the odds of replicating molecules springing spontaneously
into existence in atypical planetary atmosphere. Suppose that our best
guess of the SGP is some very very small number, say oneinabillion.
Thisisobviously such asmall probability that we haven't the faintest
hope of duplicating such afantastically lucky, miraculous event asthe
originof lifeinour laboratory experiments. Y et if we assume, asweare
perfectly entitled to do for the sake of argument, that life has
originated only once in the universe, it follows that we are allowed to
postulate avery large amount of luck in atheory, because there are so
many planets in the universe where life could have originated. If, as
one estimate has it, there are 100 hillion billion planets, this is 100
billion times greater than even the very low SGP that we postul ated.
To conclude this argument, the maximum amount of luck that we are
allowed to assume, before we reject aparticular theory of the origin of
life, has odds of onein N, where N is the number of suitable planetsin
the universe. There is alot hidden in that word 'suitable’, but let us put
an upper limit of 1 in 100 billion billion for the maximum amount of
luck that this argument entitles us to assume.

Think about what this means. We go to a chemist and say: get out
your textbooks and your cal culating machine; sharpen your pencil and
your wits; fill your head with formulae, and your flasks with methane
and ammonia and hydrogen and carbon dioxide and all the other gases
that a primeval nonliving planet can be expected to have; cook them
al up together; pass strokes of lightning through your simulated
atmospheres, and strokes of inspiration through your brain; bring all
your clever chemist's methods to bear, and give us your best chemist's
estimate of the probability that a typical planet will spontaneously
generate a self-replicating molecule. Or, to put it another way, how
long would we have to wait before random chemica events on the
planet, random thermal jostling of atoms and molecules, resulted in a
self-replicating molecule?

Chemists don't know the answer to this question. Most modern
chemists would probably say that we'd have to wait along time by the
standards of a human lifetime, but perhaps not al that long by the
standards of cosmological time. The fossil history of earth suggests
that we have about a billion years - one 'aeon’, to use a convenient



Origins and miracles 145

modern definition - to play with, for this is roughly the time that
elapsed between the origin of the Earth about 4.5 billion years ago and
the era of the first fossil organisms. But the point of our 'numbers of
planets' argument is that, even if the chemist said that we'd have to
wait for a'miracl€’, have to wait abillion billion years - far longer than
the universe has existed, we can still accept this verdict with
equanimity. There are probably more than a billion billion available
planetsin the universe. If each of them lasts aslong as Earth, that gives
us about a hillion billion billion planet-years to play with. That will
do nicely! A miracle is translated into practical politics by a
multiplication sum.

There is a concealed assumption in this argument. Well, actually
there are lots, but there's one in particular that | want to talk about.
This is that, once .life (i.e. replicators and cumulative selection)
originates at al, it always advances to the point where its creatures
evolve enough intelligence to speculate about their origins. If thisis
not so, our estimate of the amount of luck that we are allowed to
postulate must be reduced accordingly. To be more precise, the
maximum odds against the origin of life on any one planet that our
theories are allowed to postulate, is the number of available planetsin
the universe divided by the odds that life, once started, will evolve
sufficient intelligence to speculate about its own origins.

It may seem a little strange that 'sufficient intelligence to speculate
about its own origins is arelevant variable. To understand why it is,
consider an alternative assumption. Suppose that the origin of life was
quite a probable event, but the subsequent evolution of intelligence
was exceedingly improbable, demanding a huge stroke of luck.
Suppose the origin of intelligence is so improbable that it has happened
on only one planet in the universe, even though life has started on
many planets. Then, since we know we are intelligent enough to
discuss the question, we know that Earth must be that one planet.
Now suppose that the origin of life, and the origin of intelligence given
that life is there, are both highly improbable events. Then the prob-
ability of any one planet, such as Earth, enjoying both strokes of luck is
the product of the two low probabilities, and this is a far smaller
probability.

It is as though, in our theory of how we came to exist, we are
allowed to postulate a certain ration of luck. This ration has, as its
upper limit, the number of eligible planets in the universe. Given our
ration of luck, we can then 'spend' it as a limited commodity over the
course of our explanation of our own existence. If we use up almost all
our ration of luck in our theory of how life gets started on a planet in
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thefirst place, then we are alowed to postulate very little more luck in
subsequent parts of our theory, in, say, the cumulative evolution of
brains and intelligence. 1f we don't use up al our ration of luck in our
theory of the origin of life, we have some left over to spend on our
theories of subsequent evolution, after cumulative selection has got
going. If we want to use up most of our ration of luck in our theory of
the origin of intelligence, then we haven't much left over to spend on
our theory of the origin of life: we must come up with a theory that
makes the origin of life amost inevitable. Alternatively, if we don't
need our whole luck ration for these two stages of our theory, we can,
in effect, use the surplus to postulate life elseawhere in the universe.

My personal feelingisthat, once cumulative selection has got itself
properly started, we need to postulate only a relatively small amount
of luck in the subsequent evolution of life and intelligence.
Cumulative selection, once it has begun, seems to me powerful
enough to make the evolution of intelligence probable, if not in-
evitable. This means that we can, if we want to, spend virtually our
entire ration of postulatable luck in one big throw, in our theory of the
origin of life on aplanet. Therefore we have at our disposal, if we want
to use it, odds of 1 in 100 billion billion as an upper limit (or 1 in
however many available planets we think there are) to spend in our
theory of the origin of life. Thisis the maximum amount of luck we are
alowed to postulate in our theory. Suppose we want to suggest, for
instance, that life began when both DNA and its protein-based rep-
lication machinery spontaneously chanced to come into existence.
We can allow ourselves the luxury of such an extravagant theory,
provided that the odds against this coincidence occurring on a planet
do not exceed 100 billion billion to one.

This allowance may seem large. It is probably ample to accommo-
date the spontaneous arising of DNA or RNA. But it is nowhere near
enough to enable us to do without cumulative selection atogether.
The odds against assembling awell-designed body that fliesaswell asa
swift, or swims as well as a dolphin, or sees as well as a falcon, in a
single blow of luck - single-step selection - are stupendously greater
than the number of atoms in the universe, let alone the number of
planets! No, it is certain that we are going to need a hefty measure of
cumulative selection in our explanations of life.

But athough we are entitled, in our theory of the origin of life, to
spend a maximum ration of luck amounting, perhaps, to odds of 100
billion billion to one against, my hunch is that we aren't going to need
more than a small fraction of that ration. The origin of life on a planet
can be a very improbable event indeed by our everyday standards, or
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indeed by the standards of the chemistry laboratory, and still be
sufficiently probable to have occurred, not just once but many times,
al over the universe. We can regard the statistical argument about
numbers of planets as an argument of last resort. At the end of the
chapter | shall make the paradoxical point that the theory we are
looking for may actually need to seem improbable, even miraculous, to
our subjectivejudgement (because of theway our subjectivejudgement
has been made). Nevertheless, it is still sensible for us to begin by
seeking that theory of the origin of life with the least degree of improb-
ability. If the theory that DNA and its copying machinery arose
spontaneously is so improbable that it obliges us to assume that life is
very rare in the universe, and may even be unique to Earth, our'first
resort is to try to find a more probable theory. So, can we come up with
any speculations about relatively probable ways in which cumulative
selection might have got its start?

The word 'speculate’ has pejorative overtones, but these are quite
uncalled for here. We can hope for nothing more than speculation
when the events we are talking about took place four hillion years ago
and took place, moreover, in a world that must have been radically
different from that which we know today. For instance, there almost
certainly was no free oxygen in the atmosphere. Though the chemistry
of the world may have changed, the laws of chemistry have not
changed (that's why they are called laws), and modern chemists know
enough about those laws to make some well-informed speculations,
speculations that have to pass rigorous tests of plausibility imposed by
the laws. You can't just speculate wildly and irresponsibly, alowing
your imagination to run riot in the manner of such unsatisfying space
fiction panaceas as 'hyperdrives, 'time warps and 'infinite improb-
ability drives. Of all possible speculations about the origin of life,
most run foul of the laws of chemistry and can be ruled out, even if we
make full use of our statistical fall-back argument about numbers of
planets. Careful selective speculation is therefore a constructive ex-
ercise. But you do have to be a chemist to do it.

| am a biologist not a chemist, and | must rely on chemists to get
their sums right. Different chemists prefer different pet theories, and
thereis no shortage of theories. | could attempt to lay all these theories
before you impartially. That would be the proper thing to do in a
student textbook. Thisisn't a student textbook. The basic idea of The
Blind Watchmaker is that we don't need to postulate a designer in
order to understand life, or anything else in the universe. We are here
concerned with the kind of solution that must be found, because of the
kind of problem we are faced with. | think that this is best explained,
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not by looking at lots of particular theories, but by looking at one as an
example of how the basic problem - how cumulative selection got its
Start - might be solved.

Now, which theory to choose as my representative sample? Most
textbooks give greatest weight to the family of theories based on an
organic 'primeval soup'. It seems probable that the atmosphere of Earth
before the coming of life was like that of other planets which are till
lifeless. There was no oxygen, plenty of hydrogen and water, carbon
dioxide, very likely some ammonia, methane and other simple organic
gases. Chemists know that oxygen-free climates like this tend to foster
the spontaneous synthesis of organic compounds. They have set up in
flasks miniature reconstructions of conditions on the early Earth. They
have passed through the flasks electric sparks simulating lightning,
and ultraviolet light, which would have been much stronger before the
Earth had an ozone layer shielding it from the sun'srays. The results of
these experiments have been exciting. Organic molecules, some of
them of the same general types as are normally only found in living
things, have spontaneously assembled themselves in these flasks.
Neither DNA nor RNA has appeared, but the building blocks of these
large molecules, called purines and pyrimidines, have. So have the
building blocks of proteins, amino acids. The missing link for this class
of theories is still the origin of replication. The building blocks haven't
come together to form a self-replicating chain like RNA. Maybe one
day they will.

But, in any case, the organic primeval-soup theory is not the one |
have chosen for my illustration of the kind of solution that we must
look for. | did chooseitin my first book, The Selfish Gene, so | thought
that here | would fly a kite for a somewhat less-fashionable theory
(although it recently has started gaining ground), which seems to me
to have at least a sporting chance of being right. Its audacity is
appealing, and it does illustrate well the properties that any satisfying
theory of the origin of life must have. This is the 'inorganic mineral’
theory of the Glasgow chemist Graham Cairns-Smith, first proposed
20 years ago and since developed and elaborated in three books, the
latest of which, Seven Clues to the Origin of Life, treats the origin of
life as a mystery needing a Sherlock Holmes solution.

Cairns-Smith's view of the DNA/protein machinery is that it prob-
ably came into existence relatively recently, perhaps as recently as
three hillion years ago. Before that there were many generations of
cumulative selection, based upon some quite different replicating
entities. Once DNA was there, it proved to be so much more efficient
as a replicator, and so much more powerful in its effects on its own
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replication, that the original replication system that spawned it was cast
off and forgotten. The modem DNA machinery, accordingto thisview, is
a late-comer, a recent usurper of the role of fundamental replicator,
having taken over that role from an earlier and cruder replicator. There
may even have been awhole series of such usurpations, but the original
replication process must have been sufficiently simple to have come
about through what | have dubbed 'single-step selection'.

Chemists divide their subject into two main branches, organic and
inorganic. Organic chemistry is the chemistry of one particular
element, carbon. Inorganic chemistry is all the rest. Carbon is
important and deserves to have its own private branch of chemistry,
partly because life chemistry is all carbon-chemistry, and partly
because those same properties that make carbon-chemistry suitable
for life also make it suitable for industrial processes, such as those of
the plastics industry. The essential property of carbon atoms that
makes them so suitable for life and for industrial synthetics, is that
they join together to form a limitless repertoire of different kinds of
very large molecules. Another element that has some of these same
properties is silicon. Although the chemistry of modern Earth-bound
lifeis all carbon-chemistry, this may not be true al over the universe,
and it may not always have been true on this Earth. Cairns-Smith
believes that the origina life on this planet was based on
self-replicating inorganic crystals such as silicates. If this is true,
organic replicators, and eventually DNA, must later have taken over
or usurped the role.

He gives some arguments for the general plausibility of this idea of
'takeover'. An arch of stones, for instance, is a stable structure capable
of standing for many years even if there is no cement to bind it.
Building a complex structure by evolution is like trying to build a
mortarless arch if you are allowed to touch only one stone at a time.
Think about the task naively, and it can't be done. The arch will stand
once the last stone isin place, but the intermediate stages are unstable.
It's quite easy to build the arch, however, if you are allowed to subtract
stones as well as add them. Start by building a solid heap of stones,
then build the arch resting on top of this solid foundation. Then, when
the arch is al in position, including the vital keystone at the top,
carefully remove the supporting stones and, with a modicum of luck,
the arch will remain standing. Stonehenge is incomprehensible until
we realize that the builders used some kind of scaffolding, or perhaps
ramps of earth, which are no longer there. We can see only the end-
product, and have to infer the vanished scaffolding. Similarly, DNA
and protein are two pillars of a stable and elegant arch, which persists
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once dl its parts simultaneously exist. It is hard to imagine it arising
by any step-by-step process unless some earlier scaffolding has
completely disappeared. That scaffolding must itself have been built
by an earlier form of cumulative selection, at whose nature we can
only guess. But it must have been based upon replicating entities
with power over their own future.

Cairns-Smith's guess is that the original replicators were crystals
of inorganic materials, such as those found in clays and muds. A
crystal isjust alarge orderly array of atoms or molecules in the solid
state. Because of properties that we can think of as their 'shape,
atoms and small molecules tend naturally to pack themselves
together in a fixed and orderly manner. It is aimost as though they
‘want' to slot together in a particular way, but this illusion is just an
inadvertent consequence of their properties. Their ‘preferred' way of
dlotting together shapes the whole crystal. It also means that, even in
alarge crystal such as adiamond, any part of the crystal is exactly the
same as any other part, except where there are flaws. If we could
shrink ourselves to the atomic scale, we would see almost endless
rows of atoms, stretching to the horizon in straight lines - galleries of
geometric repetition.

Since it is replication we are interested in, the first thing we must
know is, can crystals replicate their structure? Crystals are made of
myriads of layers of atoms (or equivalent), and each layer builds upon
the layer below. Atoms (or ions; the difference needn't concern us)
float around free in solution, but if they happen to encounter a crystal
they have a natural tendency to dot into position on the surface of
the crystal. A solution of common salt contains sodium ions and
chloride ions jostling about in a more or less chaotic fashion. A
crystal of common salt is a packed, orderly array of sodium ions
alternating with chloride ions at right angles to one another. When
ions floating in the water happen to bump into the hard surface of the
crystal, they tend to stick. And they stick in just the right places to
cause a hew layer to be added to the crystal just like the layer below.
So once a crystal gets started it grows, each layer being the same as
the layer below.

Sometimes crystals spontaneously start to form in solution. At
other times they have to be 'seeded’, either by particles of dust or by
small crystals dropped in from elsewhere. Caims-Smith invites us to
perform the following experiment. Dissolve a large quantity of
photographer's 'hypo' fixer in very hot water. Then let the solution
cool down, being careful not to let any dust drop in. The solution is
now 'supersaturated’, ready and waiting to make crystals, but with no
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seed crystals to start the process going. | quote from Cairns-Smith's
Seven Clues to the Origin of Life:

Carefully take thelid off the beaker, drop one tiny piece of 'hypo' crystal
onto the surface of the solution, and watch amazed at what happens. Y our
crystal grows visibly: it breaks up from time to time and the pieces aso
grow . . . Soon your beaker is crowded with crystals, some several
centimetreslong. Then after afew minutesit al stops. The magic solution
has lost its power - although if you want another performance just re-heat
and re-cool the beaker ... to be supersaturated means to have more
dissolved than there ought to be ... the cold supersaturated solution almost
literally did not know what to do. It had to be 'told' by adding a piece of
crystal that already had its units (billions and billions of them) packed
together in the way that is characteristic for 'hypo' crystals. The solution
had to be seeded.

Some chemical substances have the potential to crystallize in two
alternative ways. Graphite and diamonds, for instance, are both
crystals of pure carbon. Their atoms are identical. The two substances
differ from each other only in the geometric pattern with which the
carbon atoms are packed. In diamonds, the carbon atoms are packed in
atetrahedral pattern which is extremely stable. Thisis why diamonds
are so hard. In graphite the carbon atoms are arranged in flat hexagons
layered on top of each other. The bonding between layersis weak, and
they therefore slide over each other, which is why graphite feels
dippery and isused as al