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a function of the position of G3, one finds a nearly sinusoidal fringe pattern, as shown in Figure 2a
with a visibility V = (Smax − Smin)/(Smax + Smin), where Smax and Smin are the maximal and minimal
count rates.

  
(a) (b) 

Figure 2. (a) Matter-wave interference of 7-dehydrocholestorol with a molecular beam velocity
vmean = 212 ± 78 m/s (FWHM). The dots show the molecular count rate at the respective position
of the third grating, and the continuous line is a sinusoidal fit to the data exhibiting a fringe contrast
of 23.1 ± 1.5%. The grey shaded area indicates the dark counts of the detector; (b) The interference
contrast varies with the laser power in the diffraction grating G2, following the line shape of the
quantum model. We compared the achieved fringe contrast to the theoretical maximum by calibration
measurements with the well characterized fullerene C60 and found a reduction of 10%, which we
attribute to grating misalignment. This is still well compatible with fringe-assisted molecule metrology.

In our experiments, 7-DHC had a mean de Broglie wavelength of λdB # 4.9 pm and showed a
maximal fringe contrast of about V = 23%. Earlier experiments have shown that understanding such
molecular density patterns requires quantum mechanics [3,10–12,19]. We confirm this here, by tracing
the interference contrast as a function of the diffracting laser power (Figure 2b). While a fringe pattern
could be mistaken as a classical Moiré shadow, the detailed dependence of the fringe visibility V(P)
on the diffracting laser power can only be reproduced by quantum theory [18]. The quantum model
assumes that the molecular wave function is delocalized over at least two nodes of the standing light
wave, that is 200 times the molecular diameter, which has triggered philosophical discussions on the
interpretation of quantum mechanics and the reality of the “position” of objects that we would see with
1 nm diameter in surface probe microscopy [20]. However, independent of this important question at
the heart of physics, the predicted nanoscale molecular density pattern that arises as a consequence
of quantum interference is an experimental fact, as shown in Figure 2a. And it is this nanoruler that
we can use to extract even information about intra-molecular properties. Moiré deflectometers have
been successfully used in the past to measure small forces on atoms [21] and they are interesting for
advanced anti-matter experiments [22]. However, when aiming at higher force sensitivity and using
smaller fringe periods such devices automatically become matter-wave interferometers which require
quantum physics for a correct description.

3. Photo-Switching

Photoactive molecules are interesting candidates for optically addressable memories, switches in
organic electronics, and molecular motors [23]. Diarylethenes [24], fulgides [25], and spiropyrans [26]
are common representatives. In solution, they are known to undergo photoisomerization associated
with a ring opening or closure. Such photoisomerization is also known for resveratrol [27]
and 7-dehydrocholestorol [28]. While most studies have been performed in solution, molecular
beam experiments can shed light on the molecular excited state dynamics in a solvent-free
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environment. Photoisomerization in the gas phase has been demonstrated for spiropyran using
electron-diffraction [29]. Here, we want to lay out a new perspective.

In Figure 3 we show 7-dehydrocholesterol (7-DHC) as a prototypical molecule of biological
relevance. It plays a vital role in the human metabolism and transforms into vitamin D3 via one
photo-induced and one thermal isomerization process. The barrier for the required ring-opening is
sufficiently high for the molecule to persist in closed-ring form, even when heated to 500 K.

Figure 3. The photoisomerization (1) from 7-dehydrocholesterol (7-DHC, molecular weight MW = 384
amu) to previtamin D3 is well understood in solution, but little studied in the gas phase. This is also
true for the spontaneous isomerization (2) from previtamin D3 to vitamin D3 (cholecalciferol).

When 7-DHC absorbs light in the wavelength range of 260–310 nm it can undergo
photoisomerization, as shown in Figure 3 [30]. We assume the absorption cross section in solution
σabs # 2× 10−17 cm2 to be also a good approximation for molecules in the gas phase at T = 450 K.
Recent experiments with photo-cleavable peptides showed that ultraviolet (UV) absorption cross
sections of molecules in this complexity range can be comparable in the gas phase and in solution [31].
When a v = 100 m/s fast 7-DHC molecule traverses a gaussian laser beam of power P and waist
w0 = 0.3 mm it will absorb on average n = 2P

πw0
λ
hc

σabs
v photons. The average n = 1 is reached for

λ = 266 nm and P = 40 W. Single pass frequency doubling of a green solid state lasers can reliably
generate ultraviolet light of P = 1 W and a power enhancement of 50–80 is conceivable in low finesse
UV cavities, even in high vacuum where UV optics often suffer from outgassing [32]. Also, commercial
high-power nanosecond lasers can produce up to 30 W average power at 266 nm and even 200 W at
355 nm, with repetition rates of 100 kHz. This is sufficient to ensure that all molecules interact with the
laser beam. Positioned before the first grating, one or even two photoisomerization processes can be
completed before the molecules enter the interferometer region. The following considerations focus
on the feasibility of detecting such state changes via an interferometric monitoring of a change in
molecular magnetism.

4. Magnetic Manifestations of Molecular Photoisomerization in the Gas Phase

Since the days of Stern and Gerlach, when magnetic deflection was used to demonstrate
the discreteness of spin orientations [33], beam deflection experiments have become the basis for
measuring atomic hyperfine structure [34], the realization of atomic clocks [35], or for studies of cluster
magnetism [36,37]. The permanent magnetic moment of radicals has also been used to slow and cool
beams of small molecules [38,39]. The magnetic manipulation of complex molecules is much harder to
achieve, since their total orbital or spin angular momentum either vanishes or is too small in relation to
the molecular mass. Here, we explore, whether the high force and position sensitivity of matter-wave
fringes can provide additional information about the magnetic properties of molecules, which can also
be a signature for photoisomerization processes.
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To understand the different contributions to molecular magnetism, we invoke second order
perturbation theory to distinguish the possible responses of a molecule to an external B-field [40,41].
This quantifies the energy shift of a molecule with vanishing total spin as

ΔEn = μBB〈n|Λ|n〉+ e2

8me
B2

〈
n

∣∣∣∣∣∑k

(
x2

k + y2
k

)∣∣∣∣∣n
〉
+ μ2

BB2 ∑
n′ 
=n

|〈n|Λ|n′〉|2
En − En′

. (1)

Here n designates the electronic quantum number, Λ the quantum number of the projected
angular orbital momentum, μB Bohr’s magneton, and B the modulus of the magnetic flux density. The
mass and coordinates of the electrons are me, xk and yk. The magnetic susceptibility χmag is the second
derivative of the energy shift with respect to the magnetic field strength H, with (H + M)μ0 = B, and
μ0 = 4π × 10−7 N/A2 the vacuum permeability:

χmag =
1

μ0V
∂2ΔEn

∂H2 . (2)

The first term in Equation (1) represents the Langevin paramagnetic response for a particle with
finite total angular momentum J. The magnetic moment μJ interacts with the flux density B and
experiences an orientation-dependent force F = − ∇ (μJ B), which will pull an aligned magnetic
dipole towards the field maximum and push the anti-aligned particle away. A thermal beam of
molecules with random orientations of their figure and rotation axes will therefore be broadened,
when exposed to a B-field gradient. In matter-wave interferometry, this broadening will reduce the
interference fringe contrast. This resembles the observations for electric dipole moments in electric
fields [8,42,43]. In the gas phase first order paramagnetism will always dominate over all other
magnetic effects, unless the magnetic dipole moment vanishes. In the following we focus on those
molecules, with J = 0 in the ground state.

The second term of Equation (1) represents the diamagnetic contribution. A diamagnetic molecule
of susceptibility χdia responds to an external B-field like a particle of polarizability α in an electric field.
However, while an electric field induces and aligns a dipole moment such as to attract it to higher
fields, according to Fel = α(E∇)E, the induced magnetic moment will be expelled from regions of
higher magnetic field strength with a force described by

Fdia = −β(B∇) B (3)

with = χdia
mol μ−1

0 N−1
A , χdia

mol the molar diamagnetic susceptibility and NA the Avogadro number. The
experiment will be sensitive to the orientational average of the magnetic polarizability, since the
molecules will arrive with an isotropic distribution of initial orientations and rotation axes, and their
rotation rate is fast compared to the transit time through the magnet.

The third term of Equation (1) is the second order contribution to paramagnetism, the van Vleck
paramagnetism. The van Vleck force is often comparable in magnitude to the diamagnetic component
but pointing in the opposite direction.

Finally, in molecules we must also account for nuclear spins of different isotopes: Natural
hydrocarbons contain 13C with an abundance of 1.1%. In natural fullerene for instance, 48% of all C60

molecules hold at least one nuclear spin and 10% even exactly two. In 7-DHC, still 26% of all molecules
hold at least one nuclear spin. Since 13C has a nuclear spin of 1

2 and a nuclear magnetic moment of
μC13 = +0.7μN the nuclear response will be about two thousand times weaker than that of a single
unpaired electron, but nuclear paramagnetism can actually be comparable to electron diamagnetism
or van Vleck paramagnetism and must not be ignored for J = 0.

We set the scene by estimating the B-field configuration that is required to shift the interference
pattern by 1/10 of the full interference fringe; i.e., by ≈26 nm. A constant force is achieved in a field of
constant (B∇)Bx. The fringe deflection Δx depends on the molecular mass and velocity, the length L1
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of the magnet and the distance L2 of its closest edge to G2, as well as on the total interferometer length
L through the geometry factor K =

(
L2

1/2− L1L2 + L1L
)
:

Δx = K
β

mv2 (B∇)Bx (4)

We estimate the effect for isotopically pure 12C60 fullerenes whose magnetic response represents
a lower limit to most of the interesting aromatic molecules. The molar magnetic susceptibility of
C60 has been measured to be χC60 = −1.08× 10−9 m3·mol−1 [44]. This translates into a molecular
magnetic polarizability of βC60 = 1.4× 10−27 Am4·V−1·s−1. For L = 0.2 m, L1 = 0.04 m, L2 = 0.04 m,
v = 100 m/s, m = 720 amu, and K = 0.003, the interference fringe can be shifted by about 25 nm for
(B∇)Bx = 70 T2·m−1. If a field of that order of magnitude can be prepared, the fringe shift can still be
resolved, the interferometer can still be sensitive to χC60. The case of fullerene C60 gives a conservative
limit, since the deflection depends on the magnetic polarizability-to-mass ratio β/m. For example, the
fully aromatic molecule benzene C6H6 exhibits five times greater β/m.

While a full quantum chemical assessment of the magnetic properties of 7-DHC exceeds the scope
of this work, we expect the ring opening to induce magnetic susceptibility changes to be at least on the
order of the effect estimated here. Since the fringe shift grows linearly with the interferometer length
and quadratically with the length of the magnet, future long-baseline interferometers will be ten times
more sensitive, at least, and certainly allow measuring even such tiny magnetic susceptibilities.

5. Design of the Required Magnetic Structures

Such a high (B∇)B field can be realized using a modified Halbach cylinder, as shown in
Figure 4, which we have simulated using the finite element package COMSOL 4.0 multiphysics
simulation package (COMSOL AB, Stockholm, Sweden). The arrangement of permanent magnets
from neodymium-iron-boron alloy, with a remanent magnetization of 1.3 T and a coercitive field
strength of 100 kA/m, can guide the field lines inside the cylinder and generate the required field.
Figure 4b shows that one can realize a region with (B∇)Bx = 70 T2/m that is homogeneous within 2%
of its peak value across an area of 1000 × 200 μm2; i.e., across the full molecular beam profile inside a
KDTL interferometer.

 
(a) (b) 

Figure 4. Finite element simulation of the modified Halbach cylinder. (a) Magnetic flux: the arrows
show the direction of magnetization of the individual segments; (b) magnetic force field: the deflection
of a molecular beam is proportional to (B∇)Bx. The diameter of the magnet is 55 mm with an inner
bore of 16 mm. The white rectangle indicates the location of the molecular beam, where the force is
constant within 2%.
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6. Discussion

Our experimental data demonstrate that complex, thermal biomolecules can show quantum
interference and be delocalized by a few hundred times their own size. We have also seen that the
free-flying molecular nanostructure is a sensitive ruler to measure interference fringe displacements,
which can quantify internal molecular properties in the presence of external perturbations. Here we
have focused on the role of magnetic fields and showed that even very small magnetic contributions
can become accessible in matter-wave assisted deflectometry.

This can open an entire new range of experiments with photo-isomerization groups in spiropyrans,
fulgids, and diarylethenes. Spiropyran, for instance, isomerizes to blue merocyanin upon absorption of
a UV-photon around 365 nm and the reaction can even be reversed by irradiation with visible light [45].
See Figure 5.

 

Figure 5. Spiropyran can isomerize to merocyanine upon absorption of a UV photon. This opens
one ring which we expect to significantly change the magnetic susceptibility. In contrast to the case
of 7-DHC, the process changes the electric dipole moment here by a large factor, from 7 Debye for
spiropyran [46] to between 20–50 Debye for merocyanine [26]. Such huge changes will be easily
detectable in interferometric electric deflectometry [8].

Merocyanine is zwitterionic with a large electric dipole moment [26] and the isomerization should
also be readily detected in interference-assisted electric deflectometry. Thus, a combination of electric
and magnetic deflectometry will give insights into the molecular dynamics in the gas phase. Since
spiropyrans can thermally isomerize to merocyanine above room temperature [45], optical switching
experiments will be best performed with internally cold molecules [47]. The scheme can be generalized
to a wide class of molecular systems.
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Abstract: The history of photons in a nested Mach–Zehnder interferometer with an inserted Dove
prism is analyzed. It is argued that the Dove prism does not change the past of the photon. Alonso and
Jordan correctly point out that an experiment by Danan et al. demonstrating the past of the photon
in a nested interferometer will show different results when the Dove prism is inserted. The reason,
however, is not that the past is changed, but that the experimental demonstration becomes incorrect.
The explanation of a signal from the place in which the photon was (almost) not present is given.
Bohmian trajectory of the photon is specified.

Keywords: past of the photon; Mach–Zehnder interferometer; Dove prism; photon trajectory

1. Introduction

This work describes peculiar behaviour of photons in the modification of the experiment of
Danan et al. [1] proposed by Alonso and Jordan (AJ) [2]. In the Danan et al. experiment, photons were
asked where exactly they have been inside a nested interferometer tuned in a particular way. The AJ
modification makes photons to tell that they have been in a place in which, according to the narrative
of the two-state vector formalism (TSVF) [3], they could not have been. Note that this work is only
slightly related to the results presented by one of the authors (L.V.) at “Emergent Quantum Mechanics”
that have been already published [4,5].

Textbooks of quantum mechanics teach us that we are not supposed to ask where the photons
passing through an interferometer were. Wheeler [6] introduced the delayed choice experiment in
an attempt to analyze this question. Vaidman [3] suggested a different approach. He proposed
a definition according to which a quantum particle was where it left a trace and showed that the
past of the particle can be easily seen in the framework of the TSVF [7] as regions of the overlap
of the forward and backward evolving quantum states. Vaidman, together with his collaborators,
performed an experiment demonstrating a surprising trace of the photons in nested interferometers [1]
(see Figure 1). These results became the topic of a very large controversy [8–46].
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Figure 1. Nested Mach–Zehnder interferometer with inner interferometer tuned to destructive
interference towards F. Although our ‘common sense’ suggests that the only possible path for the
photon detected in D is path C, the trace was found also inside the inner interferometer supporting the
TSVF proposal according to which the particle was present in the places where forward (red continuous
line) and backward (green dashed line) evolving wavefunctions overlap. The latter is demonstrated by
the results of the measurement by Danan et al. [1].

2. Alonso and Jordan Modified Interferometer

Here we analyze, in our view, the most interesting objection which was made by Alonso and
Jordan [2]. They suggested inserting a Dove prism inside one of the arms of the inner interferometer
(see Figure 2). They asked: “Can a Dove prism change the past of a single photon?”. Their analysis of
this modified experiment was correct. Although the formalism suggested that the past of the photon
remains the same as in the original experiment, i.e., the photon was present near mirrors C, A, B but
not near mirrors E and F, the experiment should show, in addition to frequencies fC, fA, fB, also the
frequency fE. This is in contradiction with the fact that the photons, according to Vaidman, were not
present near mirror E.

Figure 2. Nested Mach–Zehnder interferometer with a Dove prism inside the inner interferometer
as suggested by Alonso and Jordan [2]. The region of the overlap of the forward and the backward
evolving states remains the same, but predicted results of an experiment similar to [1] include a signal
from mirror E where the photon was not supposed to be.
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The experiment of Danan et al. was not a direct measurement of the trace left by the photons.
The reason is that such direct measurement is very difficult, as it requires collecting data about the
trace conditioned on detection of the photon by a particular detector. In the actual experiment, instead
of measuring the trace on the external system (as in a recent experiment [47]), the trace was ‘written’
on the photons themselves, on the degree of freedom of their transverse motion. Observing this degree
of freedom of post-selected particle replaced the coincidence counting in the experimental setup.
Although indirect, the experiment [1] was correct. A local trace created at mirrors was read later on
the quad-cell detector. We argue that introducing a Dove prism [2] spoils the experiment, making the
signal at the quad-cell detector no longer a faithful representation of the trace created at mirror E.

Although the signal in the Danan et al. experiment was appearing as a particular frequency in
the output of the quad-cell detector, the frequency was not an actual trace written on each photon.
Wiggling with different frequencies was a trick that allowed in a single run to see records made at
different mirrors. (It also improved significantly the signal-to-noise ratio, since noise had no preference
for the frequencies of the wiggling mirrors.) The physical signal in the Danan et al. experiment
(Figure 1) originated from the shift of the beam direction at a mirror. It corresponded to the transversal
kick in the momentum δpx . This momentum shift translated into a position shift of the beam, which was
read in the quad-cell detector. The property which allowed to observe the trace was that the change δpx

in the transversal momentum had no change when the beam evolved towards port D from all mirrors
and through all possible paths.

This is no longer the case when the Dove prism is introduced (Figure 2). For mirrors A and C,
it is still true, since the modes do not pass through the Dove prism. For mirror B, there is a difference
in that the Dove prism flips the sign of the signal. However, since we measure just the size of the
signal, this change is not observable, and the peak at frequency fB correctly signifies the presence of
the photon in B. The only problem occurs with the mirror E. The beam from E reaches the detector
through A and through B. The shifts are in opposite directions, so the reading position of the beam
on the detector does not tell us what the shift of the transversal momentum in E was. Therefore,
we should not rely on the result of the experiment with the setup of the Danan et al. experiment when
the Dove prism is present.

Note that a simple modification will restore the results of the Danan et al. experiment even with
the presence of the Dove prism. If the wiggling of mirrors is made such that the beam is shifted in the
direction perpendicular to the plane of the interferometer, the Dove prism will not cause flipping of
the direction of the shift and the peak at fE will disappear.

3. The Trace Analysis

We have explained that the AJ modification of the Danan et al. experiment is not a legitimate
experiment for measuring the presence (according the local trace definition) of the particle near
mirror E. Still it is of interest to understand how a strong signal with frequency fE is obtained in
this modification. For this, we need a more detailed analysis of traces in the nested Mach–Zehnder
interferometer (MZI) experiments.

We consider, for simplicity, an experiment in which only one particular mirror changes its angle
at every run. The shift of the beam direction created at the mirror, characterized by the transversal
momentum kick δpx, leads to the shift of the beam position on the detector. This creates the signal:
the difference in the current of the upper and the lower cells of the detector.

Let χ0 be the original mode of the photons without shifts. The photons in a shifted beam will then
be in a superposition of the original mode χ0 and a mode χ⊥, orthogonal to χ0:

|χ′〉 = 1√
1 + ε2

(|χ0〉+ ε|χ⊥〉) . (1)
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For small signals which appeared in the Danan et al. experiment, the momentum kick is
proportional to the relative amplitude ε of the orthogonal mode [48]:

δpx = 2εRe [〈χ0|px|χ⊥〉] +O(ε2). (2)

Note that, for a Gaussian beam (which is a good approximation of the beam in the experiment),
higher order contributions do not appear [48].

What is important for our analysis is that χ0 is symmetric with respect to the center of the beam
in the transverse direction, while χ⊥, which can be approximated as a difference between two slightly
shifted Gaussians, is an antisymmetric mode. Indeed, in momentum representation, we have

χ0 # N0 e−
p2

x+p2
y

2Δ2 , χ⊥ # N⊥ pxe−
p2

x+p2
y

2Δ2 , (3)

where Δ is the momentum uncertainty of the Gaussian beam, andN0,N⊥ are the normalization constants.
In the Danan et al. experiment (Figure 1), the trace of the photon was read as the shift of the beam

on the detector. This shift is proportional to the strength of the trace quantified by the value of the
relative amplitude ε of the orthogonal component. The original mode χ0 and the orthogonal mode χ⊥
evolve towards port D from all mirrors and through all possible paths in an identical manner, so the
position shift on the detector faithfully represents a locally created trace.

This is no longer the case when the Dove prism is introduced (Figure 2). For mirror B, there is
a difference: mode χ0 is unaffected by the presence of the prism, while mode χ⊥ flips the sign. The shift
on the detector changes its direction. This change, however, is not observable in the experiment,
since the frequency spectrum is sensitive only to the size of the signal. The observable difference
appears for mirror E. There are two paths from E to the output port D, one passing through mirror A
and another passing through mirror B. The original symmetric mode χ0 would reach D undisturbed
both on path A and on path B, while the orthogonal mode χ⊥ would reach D undisturbed on path A
but with a flipped sign on path B. When combined, there exists a phase difference π between path A
and path B, which leads to destructive interference of the original symmetric mode and constructive
interference of the orthogonal antisymmetric mode at the output port towards mirror F. As a result,
out of the modes of the light reflected by the mirror E, only the mode χ⊥ reaches D.

If we send the photon only in path A, and do not move mirror A, only mode χ0 reaches the detector.
Adding a small rotation of mirror A will lead to appearance of mode χ⊥ with relative amplitude ε.
If, instead, in an undisturbed interferometer, we send the photon only in path E, and nothing will
reach the detector. A small rotation of mirror E will lead to appearance of mode χ⊥ on the detector
and only mode χ⊥. This mode by itself does not lead to a shift of the center of the beam on the detector.
In the experiment, the photon is in a superposition of two states, one coming from path C and the
other from path E. From path C, we get mode χ0 with the same amplitude as it comes from path A.
It is the interference of mode χ0 coming through C and mode χ⊥ coming through F on the surface of
the detector that yields the shift of the center of the beam. The resultant shift is larger than the shift
created by the same rotation of mirror A because, first, the intensity in E is twice the intensity in A so
the amplitude of the mode χ⊥ created at E is larger than the amplitude of χ⊥ created at A, and, second,
the amplitude is not reduced at the second beam splitter of the inner interfereometer as it happens for
the mode created at A, due to the constructive interference of χ⊥ mode in the inner interferometer
with the Dove prism. This explains the larger signal observed at fE.

4. Do the Photons Have Any Presence in E?

Our analysis above shows that the experiment with the Dove prism does not contradict Vaidman’s
proposal [3] demonstrated in the Danan et al. experiment, and explains using standard quantum
mechanics the appearance of the signal at frequency fE. Thus, it provides a satisfactory reply to Alonso
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and Jordan. However, it will also be of interest to explain the predicted results of Danan’s setup with
the Dove prism using Vaidman’s approach.

Let us quote the Danan et al. Letter [1]:

“The photons themselves tell us where they have been. And the story they tell is surprising.
The photons do not always follow continuous trajectories. Some of them have been inside
the nested interferometer (otherwise, they could not have known the frequencies fA, fB),
but they never entered and never left the nested interferometer, since otherwise they could
not avoid the imprints of frequencies fE and fF of mirrors E and F leading photons into
and out of the interferometer.”

With the Dove prism present, however, we do get frequency fE. How can it happen if the photons
were not in E as we argued here? Let us analyse the situation, in which only mirror E changes its angle
by a small amount leading to the superposition (1) of the modes of the photon.

We start by repeating the analysis of the setup without the Dove prism in the framework of the
TSVF [7]. After passing the mirror E, at time t1, the forward evolving state is (see Figure 2)

|Ψ〉t1 =

√
2

3(1 + ε2)
|E〉 (|χ0〉+ ε|χ⊥〉) +

1√
3
|C〉|χ0〉, (4)

where we split which path and the mode degrees of freedom of the photon. The forward evolving
state, at time t2, in the middle of the interferometer is then

|Ψ〉t2 =
1√

3(1 + ε2)
(|A〉+ i|B〉) (|χ0〉+ ε|χ⊥〉) +

1√
3
|C〉|χ0〉. (5)

Since in the experiment we use photon degrees of freedom for the measurement, we do not
postselect on a particular state but rather on a space of states corresponding to all modes reaching
detector D. Thus, strictly speaking, there is no definite backwards evolving state. However, we can
use a standard ‘trick’ [4], in which we consider a hypothetical additional verification measurement of
the mode state after the postselection on the path D. We verify that the state which we calculate will
surely be there, and this verification measurement, together with the path post-selection, defines the
backward evolving state.

The wave packets from A and B destructively interfere toward F even when mirror E is slightly
rotated, so the only mode reaching D is coming from C, which is χ0. Therefore, the backward evolving
state starts from 〈D|〈χ0|, which in the middle of the interferometer turns into

〈Φ|t2 =
1√
3
(〈A| − i〈B|+ 〈C|) 〈χ0|. (6)

There is here destructive interference of the backward evolving quantum state toward E, so,
at time t1, the backward evolving state is

〈Φ|t1 =
(
√

2〈G|+ 〈C|)〈χ0|√
3

. (7)

Thus, the weak value of the projection operator PE = |E〉〈E| at E is

(PE)w =
〈Φ|PE|Ψ〉t1

〈Φ|Ψ〉t1

= 0. (8)

Therefore, at time t1 the photons have no presence in E, not even a “small” presence.
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With the Dove prism inside, this is no longer the case. Instead of (5), we obtain

|Ψ′〉t2 =
1√

3(1 + ε2)
[(|A〉+ i|B〉)|χ0〉+ ε(|A〉 − i|B〉)|χ⊥〉)] +

1√
3
|C〉|χ0〉. (9)

The wave packets from A and B destructively interfere towards F for mode χ0, while the mode
χ⊥ interferes constructively towards F. As a result, the backward evolving state (given the proper
hypothetical measurement) starts approximately as

1√
1 + 2ε2

〈D|(〈χ0|+
√

2ε〈χ⊥|). (10)

Evolving it backwards until time t1, we obtain approximately:

〈Φ′|t1 =
1√

3(1 + 2ε2)
[(
√

2〈G|+ 〈C|)〈χ0|+
√

2ε(〈C|+
√

2〈E|)〈χ⊥|]. (11)

The Dove prism does not change the forward evolving state at t1, so, even with the Dove prism,
the state is still given by (4). Calculating now the weak value of projection on E yields

(PE)w =
〈Φ′|PE|Ψ〉t1

〈Φ′|Ψ〉t1

# 2
√

2ε2. (12)

The photon in the experiment with the Dove prism and the tilted mirror E does have some
presence in E. Thus, there is no clear paradox in obtaining the frequency fE that was present only in E
in the framework of the TSVF.

One might wonder why there is no signal at fF similar to that at fE in spite of the apparent
symmetry of the experiment in the time symmetric TSVF. When the mirror F is tilted instead of mirror
E, inserting the Dove prism spoils the destructive interference of the backward evolving wave function
towards E similarly to spoiling interference toward F by tilting mirror E. However, more careful
analysis shows that the symmetry is not complete. Titling mirror E also changes the effective backward
evolving state, while tilting mirror F does not change the forward evolving state. See details in the
next section.

5. Quantifying the Presence of Photons

The explanation of the peak at the frequency fE which we wish to provide is that the photon has
a small presence there, but the experimental records imprinted on the pre- and postselected photon
reaching the detector are strong, so the size of the peak is similar to that of frequencies fC, fB, and fA,
where the photon presence is strong, but the record is weak. However, the second order in ε for the
presence of the photon in E looks too small for this to be the case. In more detail, for mirrors A, B,
and C, the presence of the photon is of order 1 while the strength of the record is of size ε. For mirror
E, on the other hand, the presence characterized by the weak value of projection operator (12) is
apparently only of size ε2. The size of the record of an interaction is characterized by the created
relative amplitude of the orthogonal component (see [48]). In our case, the record created at E which
reaches the detector D is represented by the orthogonal component |χ⊥〉 and it is the only component
reaching the detector, since the symmetric component |χ0〉 is ‘filtered out’ by the inner interferometer.
Thus, we can say that the size of the record created at E which reaches the detector is of order 1.
This naive consideration tells us that the peak at fE should be of order ε2 while other peaks are of
order ε, in contradiction with predicted results of the experiment which show that the peaks are of the
same order.

It is true that the weak effects which depend only on the presence of the photon in E, such as the
momentum transferred to the mirror E by the photon, are proportional to (PE)w, but the presence of
a particle is defined according to all local traces it leaves (see Section 6 of [3]). In our case, the weak value
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of the projection operator PE is not the correct parameter to quantify the presence of the particle. It is so
when the pre- and post-selection is on spatial degrees of freedom only (see [48]). Here, however, due to
the postselection on a subspace, effectively, we are required to consider an associated postselection
on a particular mode, along with the well defined preselected mode. Let us define an operator O
which connects between the mode |χ0〉 and the mode |χ⊥〉, possessing the eigenvalues ±1 for the
states |±〉 = (|χ0〉 ± |χ⊥〉) /

√
2. For the experiment without the Dove prism, the weak value of local

variable OPE still vanishes, but when the Dove prism is present, we have

(OPE)w =
〈Φ′|OPE|Ψ〉t1

〈Φ′|Ψ〉t1

# 2
√

2ε. (13)

Therefore, the presence in E is found to be of the order ε rather than ε2, which is obtained when
we naively quantify the presence by (PE)w. This explains why we obtain the signal from mirror E of
the same order as from other mirrors.

The weak value of local operator of order ε explains the signal, but, according to the definition
of the full presence of photon in a particular place, we require an order 1 weak value of some local
variable. In view of this, we have only ‘secondary presence’ [10] of the photon in E in the present case.

Now, when mirror E is tilted, we get (OPF)w # 2ε, indicating that the presence of the photon is
of order ε also at mirror F. Nonetheless, we do not get the peak at fF similar to that at fE by tilting
mirror F as well as E. The reason for this is that the record of the interaction reaching the detector
from the tilting mirror F is of order ε and not of the order 1 as for the signal from mirror E. Note that,
when only mirror F is tilted, we have (OPF)w = 0.

We have shown that the results of the interference experiment with a nested interferometer and
a Dove prism inside it can be explained in the framework of the recently proposed approach [3]. We get
signals from mirrors A, B, and C because the photon presence there is of order 1 and the trace recorded
on the photon itself is of order ε. A similar signal is obtained from mirror E where the presence of the
photon is of the order ε, but recorded trace is of order 1.

The signal in E should disappear if the mirror will be wiggled in the perpendicular direction.
If only this mirror is wiggled and everything else is not, then there will be exactly zero presence at
E. If all mirrors are wiggled as in the experiment [1], then the presence will be of order of ε, but the
record will also be of order ε, so the signal will be too small to observe. It will be of interest to perform
a nested Mach–Zehnder interferometer experiment with wiggling mirrors and the Dove prism to
demonstrate these effects.

6. Bohmian Trajectory

Before concluding, let us analyse this nested interferometer in the framework of the Bohmian
interpretation of quantum mechanics [49]. While Bohr preached to not ask where the particle
inside the interferometer was, Wheeler suggested a ‘common sense’ proposal based on classical
intuition. While we have suggested relying on the weak trace that the particle leaves using the
TSVF, Bohm has a proposal for a deterministic theory which associates a unique trajectory for every
particle. In a particular case of nested interferometer which we consider, with or without Dove prism,
the particle detected in D has a well defined trajectory (see Figure 3). Note that it corrects an erroneous
trajectory in Figure 2 of [50]. The simplest way to understand why Bohmian trajectory must be as
shown is the observation that Bohmian trajectories do not cross [51]. The probability to reach detector
D is only 1/9, while the probability to be in path A is 1/3. Thus, every Bohmian trajectory which
reaches D had to pass through A.
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Figure 3. Nested Mach–Zehnder interferometer tuned to destructive interference towards F when
a single photon is detected in D. The dashed line represents a common sense proposal by Wheeler,
the thick gray line describes the past according to Vaidman’s proposal as places where the particle
leaves a weak trace, the continuous line represents the Bohmian trajectory.

Bohmian trajectories are entities beyond the standard quantum theory. One of us (L.V.) had
the privilege to spend a day of discussions with David Bohm (Charlestone, SC, 1989). I remember
telling him what I liked in his theory: a consistent deterministic theory of everything, a candidate for
a final theory. However, he completely dismissed this approach. For him, it was nonsense to look for
a final theory. He explained to me that his theory is just another step in an infinite search for a better
understanding of nature. He was certain that quantum theory is not the last word, and for finding
a deeper and more precise theory, quantum theory has to be reformulated. His theory was a counter
example to the widespread belief generated by the von Neumann no-go theorem that it would be
impossible to extend quantum mechanics consistently by adding hidden variables. Indeed, it opened
new horizons for research.

7. Conclusions

Unless a quantum particle is described by a well localized wave packet, the standard quantum
theory cannot tell us where the particle was. Vaidman [3] proposed the definition of where a quantum
particle was according to the local trace it left: the particle was in a place where the trace is of the order
of the trace a single localized particle would leave. In the Danan et al. experiment, photons told us
where they have been (according to the trace definition) in a specially tuned nested interferometer.
The AJ modification of this experiment, i.e., placing a Dove prism in one of the arms of the inner
interferometer did not change significantly the past of the photons, but photons told a different story:
they were also near mirror E in spite of the fact that, according to Vaidman’s narrative, they were not
present there. We conclude that the photons were lying about their presence in E, in the sense that,
although the trace they left there was much smaller than the trace that a localized photon would leave,
the signal provided by the photons was large as if they had fully been present in E.

How could the photons produce the signal with frequency fE which was larger than any other
signal? In the original and the modified experiments, local traces were not observed. Instead, locally
created traces were ‘written’ on the transversal degree of freedom of the photon itself. In the original
experiment, the transversal degree of freedom was not distorted until it reached the detector, so these
local traces were faithfully read by the detector. In the modified experiment, the Dove prism influenced
the transversal degree of freedom spoiling the faithful readout of local traces by the detector. In fact,
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AJ mentioned such an interpretation in [2] as one of the options: “one possible response to this result
is that we have improperly read off the past of the photon by letting it suffer further interactions with
the environment before reading the weak trace after it was written, so our weak measurement was
a bad one for inferring the past of the photon.”

Apart from the explanation of the experimental results by the presence of the particle defined
through the weak trace, Danan et al. presented a simpler argument of the presence of the photon in A,
B and C. The detected photons had to be there because they brought to the detector information which
was only there. However, the same should hold for the modified experiment: the particles had to be
in E because they brought information about fE that was present only in E. Sections 4 and 5 explain
how it happens in spite of the fact that the trace left by the particles at E was very small. It was small,
but not exactly zero, as in the original experiment when only mirror E was wiggling. The Dove prism
did change the past of the photons a little.

Introducing a Dove prism not only spoiled faithful transmission of the transverse degree of
freedom of the photon to the detector, it also made the inner interferometer extremely sensitive for
the misalignment of the input beam. The strength of the signal in the experiment was proportional to
the relative amount of the orthogonal component created by local interaction. This component was
the asymmetric mode with which the Dove prism passed in full through the inner interferometer,
while the reference, the symmetric mode, did not pass at all due to the destructive interference. This
explains how a small presence of the photons in E caused a strong signal with frequency fE.

Note that the Bohmian trajectory did pass through E. However, it also passed through F,
although no frequency fF was observed. It is well known, starting from ‘surrealistic trajectories’ [51],
that we cannot view quantum particles as acting locally in their Bohmian positions (see also [52]).

We have observed that introducing the Dove prism into an inner interferometer of the Danan
et al. experiment creates a tiny presence of the photons in E. However, we argue that from this we
should not tell that the Dove prism changes the past of a photon in the nested interferometer proposed
in [3]. In fact, the origin of the presence of the photons can be found in the disturbance of the mirror E.
The weak value of any local operator at E is strictly zero in an ideal interferometer where no mirror is
tilted, even if the Dove prism is there.
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Abstract: A method for measuring the weak value of spin for atoms is proposed using a variant
of the original Stern–Gerlach apparatus. A full simulation of an experiment for observing the real
part of the weak value using the impulsive approximation has been carried out. Our predictions
show a displacement of the beam of helium atoms in the metastable 23S1 state, Δw, that is within
the resolution of conventional microchannel plate detectors indicating that this type of experiment
is feasible. Our analysis also determines the experimental parameters that will give an accurate
determination of the weak value of spin. Preliminary experimental results are shown for helium,
neon and argon in the 23S1 and 3P2 metastable states, respectively.

Keywords: weak measurement; transition probability amplitude; atomic metastable states

1. Introduction

The notion of a weak value introduced by Aharonov, Albert and Vaidman [1,2] has generated
wide interest by, not only providing a new possibility of understanding quantum phenomena, but
also by generating new experiments to explore deeper aspects of quantum processes. Although
Aharonov et al. [1] specifically applied their ideas to spin, Wiseman [3] and Leavens [4] have shown
that when applied to the momentum operator, the weak value of the momentum becomes the local
momentum used in the Bohm approach [5]. Flack and Hiley [6] have shown that the weak value of the
momentum has a close connection with Schwinger’s notion of a transition amplitude [7], a notion that
Feynman [8] used to introduce the concept of a path integral. Thus, these ideas open up new ways of
thinking about and exploring many puzzling questions that lie at the heart of quantum physics.

Already, Kocsis et al. [9] have carried out a two-slit experiment using single photons to measure the
weak value of the transverse momentum, which they then used to construct a series of momentum flow
lines that they interpreted as ‘photon trajectories’. Unfortunately, such an interpretation immediately
presents a difficulty in that, whereas particles with non-zero rest mass can be localised in the classical
limit producing a classical trajectory [10], photons with zero rest mass have no such limit, calling in to
question the meaning of a photon trajectory. In spite of this, Flack and Hiley [11] have shown that the
flow lines arise from the new concept of a weak Poynting vector.

In a later paper, Mahler et al. [12] extended the earlier results of Kocsis et al. [9] and demonstrated
the existence of non-locality in entangled states in an entirely new way. Unfortunately, in the
same paper, they argued that the results can be used to support the Bohm mechanics [5]. However,
the Bohm approach is based on the non-relativistic Schrödinger equation and does not apply to the
electromagnetic field. A test for the Bohm model in this case requires a generalisation of the Bohm
approach to field theory. Indeed, such an extension was first outlined by Bohm [13] himself and
later extended by Bohm, Hiley and Kaloyerou [14], Holland [15] and Kaloyerou [16]. It was on this

Entropy 2018, 20, 566; doi:10.3390/e20080566 www.mdpi.com/journal/entropy518



Entropy 2018, 20, 566

basis that Flack and Hiley [11] showed that by introducing a new notion of the weak value of the
Poynting vector, the flow lines could be understood in terms of momentum flow.

To test the original Bohm approach, one must use non-relativistic atoms. This paper is concerned
with the development of an experiment to measure such weak values, confining our attention to
spin (an attempt to measure weak values of momentum was being carried out by Morley, Edmunds
and Barker [17] using argon atoms and will not be discussed further in this paper). As far as we
know at the time of writing, the only measurements of weak values of spin have been performed on
neutrons [18]. No experiments have used atoms. Not only is this of interest in its own right, but it will
enable us to experimentally verify the predictions of the Bohm, Schiller and Tiomno [19,20] model
of spin. In this model, the spin vector is well defined in terms of Euler angles, which appear in the
expression for the weak value and can therefore be measured. A series of recent results related to
this model have been presented by Hiley and Van Reeth [21], who show that the spin does not ‘jump’
immediately into an eigenstate. Instead, the spin vector rotates, taking a finite, but measurable time
to reach the eigenstate, as originally shown by Dewdney et al. [22–24] and Holland [15]. The paper
by Hiley and Van Reeth also shows that it is possible to use the weak value to observe this rotation.
Hence, it is important to design an experiment to show whether the spin rotates or ‘jumps’.

The preliminary outline of this experiment was first presented in a conference [25]. For the benefit
of the reader, we have reproduced the two key Figures 1 and 2 from this paper. In order to carry
out such an experiment, it must be realised that the displacements needed to detect these effects are
extremely small. It is therefore important to understand which parameters are critical in limiting the
resolution of the changes expected. This paper focuses the discussion on these requirements. To this
end, we report on simulations that explore how our apparatus will function. Here, we concentrate on
the strong stage (see Figure 2), and to ensure that the apparatus is functioning correctly, we present
experimental results involving Stern–Gerlach displacements of various metastable gas species and our
ability to efficiently spin select the atomic beam.

Figure 1. Schematic view of the experimental technique [25]. Helium atoms in the mS = +1 metastable
state enter from the left, with spin vector angle θ. The atoms pass through the weak and strong S-G
magnets before reaching the detector. The displacement due to the weak interaction is Δw, which is a
function of the chosen pre-selected spin state. For simplicity, the mS = 0 spin state is not shown.

Figure 2. The pulsed helium gas enters from the left. Preparation of the metastable atoms occurs in
the first two chambers. In the next chamber, the hexapole magnet (HM) pre-selects the mS = +1 state,
which moves onto the weak stage (WS), which is comprised of the magnet, and then on to the strong
stage (SS) involving the magnet. Finally, the atoms are detected using a micro-channel plate detector
(MCP). This figure is reproduced from [25].
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2. Details of the Experimental Apparatus to Determine Weak Values of Spin

2.1. Overview

There are three stages involved in producing the weak value of the spin. Firstly, the atoms are
pre-selected in a desired spin state with the spin axis set at a pre-selected angle θ in the x-z plane;
see Figure 1. The atoms then propagate through a weak interaction stage, which, in our case, is
comprised of two parallel, current-carrying wires producing an S-G -type field gradient that is very
small along the z-axis. This stage should not be thought of as constituting a ‘measurement’; it simply
introduces a unitary Schrödinger interaction, which produces a small phase change in the wave
function carrying information about the weak value.

The final stage involves the actual measurement, using a second conventional S-G magnet, with
its strong inhomogeneous magnetic field aligned along the x-axis. Note the axes of the weak and
strong stage magnets are at right angles to each other. The field of the strong stage magnet must be
large enough to clearly separate the spin eigenstates on this axis. It is this separation that enables us to
detect the small phase shift, Δw, induced by the weak stage, as shown in Figure 1. Since the shift Δw is
small, we must identify and adjust the relevant experimental parameters to maximise the shift. One of
the purposes of this paper is to discuss this optimisation.

2.2. Stern–Gerlach Simulation Using the Impulse Approximation

The simulation is divided into three parts: the initial conditions, the application of the interaction
Hamiltonian in the weak stage using the impulsive approximation [26] and, finally, the action of the
strong Stern–Gerlach magnet. This approximation neglects the free evolution of the atoms inside the
weak magnet, since this produces negligible effects. The analysis follows the scheme outlined in [27],
but in our case, we are using spin-one rather than spin-half particles.

2.3. Initial Conditions

Metastable helium atoms in the 23S1 state are initially prepared as a pulsed beam and are described
by the normalised Gaussian wave packet at time t = 0:

ψ(z, 0) =
1(

2πσ2
) 1

4
exp

(
− z2

4σ2

)
, (1)

where σ is the width in position space. The width of the atomic beam is set by passing it through an
orifice/skimmer at the entrance of the weak stage. We parametrise the spinor in terms of polar angles
θ and φ in the following form [28],

ξi(θ, φ, 0) =

⎡⎢⎢⎣
1
2 (1 + sin(θ))e−iφ

1√
2

cos(θ)
1
2 (1− sin(θ))eiφ

⎤⎥⎥⎦ =

⎡⎢⎣ c+
c0

c−

⎤⎥⎦ . (2)

The initial orientation of the spin vector angle θ can be seen in Figure 1, where the azimuthal angle
φ (not shown) is the corresponding angle in the x-y plane. We set φ = 0 and only consider variations
of the angle θ. Therefore, the initial wave function prior to entering the weak stage is:

Ψi(z, 0) = ψ(z, 0)ξi(θ). (3)

2.4. Theory of the Weak Stage Process

The atoms then traverse the weak stage magnet, where the wave function evolves under the
interaction Hamiltonian, weakly coupling the spin to the centre-of-mass wave function. The interaction
Hamiltonian is given by:
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HI = μ (ŝ.B) , (4)

where μ is the magnetic moment, ŝ is the spin vector and B the magnetic field. If Δt is the time that the
atom spends in the weak field, the wave function as it leaves the weak stage is:

Ψf(z, Δt) = ξ†
f exp

(
−i

μΔt ∂B
∂z zŝz

h̄

)
ψ(z, 0)ξi(θ) (5)

where we have used the dominant term in the interaction Hamiltonian Bz =
∂B
∂z z [29].

2.5. Extracting the Weak Value of Spin

The exponential (phase shift) in Equation (5) can be Taylor expanded:

Ψf(z, Δt) = 〈Sf|

⎡⎣1− i
μΔt ∂B

∂z zŝz

h̄
− 1

2

(
μΔt ∂B

∂z zŝz

h̄

)2

+ ...

⎤⎦ |Si〉ψ(z, 0), (6)

where for convenience, we have written |Si〉 for ξi and 〈Sf| for ξ†
f . Hence:

Ψf(z, Δt) =

⎡⎣〈Sf|Si〉 − i
μΔt ∂B

∂z z
h̄

〈Sf|ŝz|Si〉 −
1
2

(
μΔt ∂B

∂z z
h̄

)2

〈Sf|ŝ2
z |Si〉+ ...

⎤⎦ ψ(z, 0). (7)

In order to neglect higher order terms in Equation (7), the following inequalities must hold for
n ≥ 2 [27,29], ∣∣∣∣∣∣

(
μΔt ∂B

∂z z
h̄

)n

〈Sf|ŝn
z |Si〉

∣∣∣∣∣∣ <<
∣∣〈Sf|Si〉

∣∣ (8)

and: ∣∣∣∣∣∣
(

μΔt ∂B
∂z z

h̄

)n

〈Sf|ŝn
z |Si〉

∣∣∣∣∣∣ <<

∣∣∣∣∣
(

μΔt ∂B
∂z z

h̄

)
〈Sf|ŝz|Si〉

∣∣∣∣∣ . (9)

In this case, Equation (7) can be expanded to first order:

Ψf(z, Δt) =

(
〈Sf|Si〉 − i

μΔt ∂B
∂z z

h̄
〈Sf|ŝz|Si〉

)
ψ(z, 0), (10)

and the transition probability amplitude 〈Sf|Si〉 can be factored out:

Ψf(z, Δt) = 〈Sf|Si〉
(

1− i
μΔt ∂B

∂z z
h̄

〈Sf|ŝz|Si〉
〈Sf|Si〉

)
ψ(z, 0). (11)

Note that the weak value of the spin, W = 〈Sf|ŝz |Si〉
〈Sf| Si〉 is in general a complex number with real and

imaginary parts. In this case, we are only considering the real part, WRe, which becomes,

Ψf(z, Δt) = 〈Sf|Si〉
(

1− i
μΔt ∂B

∂z z
h̄

WRe

)
ψ(z, 0). (12)

Using the post-selected state, ξ†
f = [1/2, 1/

√
2, 1/2], the real part of the weak value becomes,

WRe = tan
(

θ

2

)
. (13)
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In order to cast Equation (12) into an exponential form, the following inequality must be met,

L =

∣∣∣∣∣μΔt ∂B
∂z z

h̄
WRe

∣∣∣∣∣ << 1 (14)

where L << 1 is a limit to be determined [27,29].
As the spread along the z-axis is related experimentally to the width of the atomic beam in

question [27], z can be replaced by σ; therefore, the inequality becomes,

L =

∣∣∣∣∣μΔt ∂B
∂z σ

h̄
tan

(
θ

2

)∣∣∣∣∣ << 1. (15)

The final wave function after the Gaussian wave packet has traversed both the weak and strong
magnets is,

Ψf(z, Δt) = 〈Sf|Si〉 exp

(
−i

μΔt ∂B
∂z z

h̄
tan

(
θ

2

))
ψ(z, 0). (16)

In this experiment, the real part of the weak value of spin will be measured by setting φ = 0 and
varying the angle θ between zero and π.

2.6. Free Evolution of the Gaussian Wave Packet at the Detector

After the strong stage, the problem is treated as the free evolution of a Gaussian wave packet
by solving the Pauli equation using well-known methods [26]. The probability density can now
be computed, giving the form of the wave function as seen by the detector:

|ΨD(z, t)|2 = |〈Sf| Si〉 |2
⎡⎣2πσ2

(
1 +

h̄2t2

4m2σ4

)⎤⎦− 1
2

exp

⎡⎢⎣ − (z + utWRe)
2

2σ2
(

1 + h̄2t2

4m2σ4

)
⎤⎥⎦ , (17)

where t is the time of flight from the exit of the strong magnet to the detector. The mean of the
post-selected wave function shifts by the value Δw = (utWRe) =

(
μ
m

∂B
∂z Δt

)
t tan

(
θ
2

)
, where u is the

transverse velocity of the helium atoms. This is in contrast to the standard S-G experiment, where the
shift is only ut.

As the pre- and post-selected spin states approach orthogonality, θ tends to π and Δw increases,
but the transition probability decreases. This reduces the number of post-selected events of interest,
leading to the need for longer experimental runs. Again, it is important to understand that this effect
only arises when the phase shift acquired at the first stage is sufficiently small; see Equation (15).
The centre-of-mass wave function is displaced, but its overall shape is maintained after exiting the
weak stage.

2.7. The Limit and Its Validity

In the literature, the real part of the weak value is given as tan (θ/2). This functional dependence
is for an ideal case when the limit in Equation (15) is equal to, or smaller than, an optimal value,
which we will call Lo. For this experiment, it is crucial to know Lo in order to successfully measure the
well-known tan (θ/2) dependence. If L exceeds Lo, then this will not give the weak value tan (θ/2)
because higher order terms begin to dominate. In our case, Lo can be determined by analysing two
Gaussian wave packets, one describing the first order approximation given by Equation (17) and the
other the exact case when no approximation is used, derived from Equation (5).

Lo is calculated by increasing the inhomogeneous magnetic field in the weak stage only,
thus increasing the limit shown in Equation (15); all other variables are held constant. Figure 3
illustrates the behaviour of the two Gaussians. For small values of L, the two curves strongly overlap;
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the point just before the two wave packets deviate is the optimal limit, Lo. Beyond, Lo the first order
approximation continues to move to the left, while the full order approximation slowly reverts to that
of a standard S-G measurement. Note: this optimal limit is only valid if θ > π/2.

Figure 3. A series of plots showing how the displacement, Δw, of the Gaussian wave packet is
constrained by various limits. The red curve is the first order approximation, which is dominated by
tan(θ/2). The blue curve is the exact treatment of the system taking into account all higher order terms.
The red and blue curves coincide when the limit L = Lo = 0.37; this is the maximum limit for which
the first order approximation holds.

By finding this limit, Lo = 0.37, experimental parameters can be tailored in order to maximise the
atomic beam’s displacement due to the weak stage. This is important as certain values of θ produce
shifts, which are on the limit of the resolution of our detector. By adjusting experimental parameters in
order to meet this limit, displacements for the θ values that would have previously caused an issue
can be resolved. As the optimal limit is now fixed, we can rearrange the wave packet deviation ΔW
with respect to this fixed limit.

Δw =
μ ∂B

∂z (Δt)t
m

tan
(

θ

2

)
=

h̄t
σm

Lo. (18)

This shows that the maximum deviation of the wave packet depends on t and σ. By changing θ

and adjusting other experimental parameters so that L = Lo, for all values of θ > π/2, we will measure
the same displacement, a maximal displacement, and from this, the functional dependence tan(θ/2)
can be observed. This is important if we are measuring θ as outlined in Hiley and Van Reeth [21].
Using parameters from our proposed experiment, of which the most important are the atomic velocity
of the beam, 1717 m/s, the free flight distance, 2.4 m, the optimal limit, Lo = 0.37, and the width of
the beam, σ = 0.5μm, our expected displacement, Δw, is of the order of 20μm.

3. Method for the Weak Measurement of Spin for Atomic Systems: Experimental Realisation

3.1. Schematic Lay-Out of the Apparatus

A schematic diagram showing the various stages of the measurement is shown in Figure 2.
The first step is to produce a beam of metastable helium in the 23S1 triplet state. Helium gas
at high pressure enters the apparatus from the left and is pulsed into the chamber using an
electromagnetic valve, producing a pulsed supersonic beam. The atomic beam is excited using an
electron-seeded discharge. Here, the atoms collide with a stream of energetic electrons in a 300 V/cm
electric field [30]. The excited gas then passes through a 2 mm-diameter skimmer and travels between
two electrically-charged plates to remove the unwanted ionised atoms and free electrons.

523



Entropy 2018, 20, 566

The next step is to select a single spin state, in our case the mS = +1 state. To do this,
we use a hexapole magnet, which focuses this state on to the weak stage magnet (see Figure 2).
During this process, the atoms in the mS = −1 state are defocused. The mS = 0, 21S0 singlet state and
photons are left untouched, but can be removed from the beam by placing a needle across the centre of
the magnet. After the beam exits the hexapole magnet, but before it enters the weak stage, it passes
through a 50-μm slit; its rotation about the y-axis, sets the spin vector angle θ. The pre-selected atomic
beam is then passed through a final slit, setting the beam width as required in the limit. The beam
width at this point of the process is 0.5 μm before entering the weak stage (see Figure 1).

Upon exiting the weak stage, the atomic beam enters the strong stage. Subsequently, the atoms
propagate freely onto a detector that consists of two micro-channel plates in a chevron configuration,
coupled to a phosphor screen and CCD camera, enabling a resolution of 5 μm using centroiding
techniques. The measured deflection, Δw, will be proportional to the weak value of the atomic spin.

3.2. Experimental Data Confirming the Correct Functioning of the Last (Post-Selection) Stage

We check that each stage of the experiment is functioning correctly. Having successfully produced
and controlled the metastable helium atoms, we test the functioning of the last stage i.e., the final
strong S-G measurement. Here, it is important to ensure that the displacement produced by the
strong S-G magnet, for each angular momentum eigenstate, is large enough to be easily resolved.
To ensure this, we have used a permanent S-G magnet of length 100 mm. The magnet assembly
consists of N38-, N40- and N50-grade Nd-Fe-B magnets, arranged in such a way as to produce
a constant field gradient, dB/dx, of 100 T/m over a length of 70 mm (see Figure 4). The force,
Fx = −μx dB/dx, experienced by an atom in this field is proportional to the magnetic moment of the
atom, μx = −gJμBmJ , where:

gJ =
3
2
+

S (S + 1)− L (L + 1)
2J (J + 1)

(19)

is the Landé g-factor [31].

Figure 4. The S-G magnet showing the various grades/shapes of the Nd-Fe-B magnets in the setup in
order to achieve a constant field gradient, dB/dx, of 100 T/m.

To carry out this test, we have chosen to the use metastable helium (He*), neon (Ne*) and
argon (Ar*). For example, He* has a magnetic moment of μ = ±2μB, while other noble gases,
such as Ne* and Ar*, have magnetic moments of μ = ±3μB,± 3

2 μB and 0, depending on the atoms’,
mJ , state. While He* is in a pure spin state, the other two have a combination of spin and orbital
angular momentum.

Experimental S-G distributions for He*, Ne* and Ar* have been measured after first travelling
through a collimation region consisting of a 100-μm and 10-μm slit separated by 306.5 mm, producing
an atomic beam with an angular divergence of 0.36 mrad. The atoms then travel approximately 2 m
before hitting the detector.

Figure 5 shows the results, confirming that the spin eigenstates for all the gases are
sufficiently resolved, giving a displacement of 7.8 mm, for He*, between the mS = ±1 and mS = 0
eigenstates, and 10 and 10.4 mm for Ne* and Ar*, respectively, between the mJ = ±2 and mJ = 0
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eigenstates. For all systems, the m = 0 state, centred at 0 mm, is unaffected by the magnetic field gradient.
The observed separations between the states agree with the theoretical predictions, confirming that the
strong stage is working correctly.

Figure 5. Distribution of three metastable species along the x-axis as they travel through a strong
S-G magnet and are detected via an MCP detector. From top to bottom, metastable helium (He*) in
the 23S1 triplet state with mS = ±1, 0, metastable neon (Ne*) and argon (Ar*) in the 3P2 state with
mJ = ±2,±1, 0. The states are clearly delineated, indicating that they would be good candidates for
measuring weak values of angular momentum. The central peak contribution is larger for all cases due
to the double contribution from the m = 0 state and photons.

We have chosen to use metastable helium in the 23S1 state as our preferred atom as this gives
several advantages:

1. Its magnetic dipole moment, μ, has a magnitude of two Bohr magnetons μ = ±2μB [30,32], which
allows for sufficient displacement between its three spin eigenstates at the detector.

2. It has a lifetime of approximately 8000 s [33], being unable to decay via electric dipole transitions
and the Pauli exclusion principle, i.e., its decay is doubly forbidden. This lifetime is clearly large
enough for the atoms to pass through all the stages of the apparatus before decaying. Furthermore,
this allows scope for increasing the flight distance with no depreciable effects.

3. Metastable helium atoms have an internal energy of 19.6 eV, the highest of any metastable noble
gas species. Upon collision with any surface, it will easily ionise, and the emitted electron is
observed with higher efficiency at the microchannel plate (MCP) detector.

All of these characteristics combine to enhance the overall signal strength and sensitivity of
the experiment.

3.3. The Functioning of the Hexapole Stage

The hexapole magnet contains an array of M = 12 segmented nickel-plated N42H-grade
permanent magnets, and the array has an ID of 11 mm, an OD of 40 mm and is 60 mm long.
The magnetisation direction for each segment is rotated by 120◦ with respect to the last. The hexapole
magnet is shown in Figure 6, with each individual segment located in a 316LN SShousing.
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Figure 6. Manufactured hexapole magnet showing the M = 12, N42H-grade permanent magnets.

The magnetic field experienced by an atom in a permanent multipole magnet (produced from M
segmented pieces) is detailed by Halbach [34] and is shown below:

B(r) = Brem

(
r
r1

)n−1 n
n− 1

[
1−

(
r1

r2

)n−1
]

cosn
(

επ

M

) sin
(

nεπ
M

)
nπ
M

, (20)

where r =
√

x2 + z2 is the atom’s radial distance from the magnet’s centre. The inner and outer
boundaries of the magnet are r1 and r2, respectively; Brem is the magnetic remanence of the 12
segmented N42H pieces; and for a hexapole magnet, n = 3.

The atomic beam is collimated before entering the hexapole magnet by a 5-mm pin hole at its
entrance and the 2-mm skimmer, which was located shortly after the supersonic expansion. The two
orifices in this collimation region are separated by 440 mm.

A hexapole magnet utilising these parameters produces a focal point, for He*, which is located
approximately 365 mm from the exit of the magnet; see Figure 7. This magnet is also used to reduce
the angular divergence of the beam before it passes through our final collimation slit, 1 μm, in order to
minimise scattering and maximise flux through the slit region.

Figure 7. Simulation of a He* beam travelling through the designed hexapole magnet; the dashed red
lines signify the ms = −1 defocused state, while the blue solid lines signify the ms = +1 focused state.

Shortly after leaving this hexapole field, the beam then traverses the strong S-G magnet,
producing a well-defined separation of the mS = +1 state with complete removal of the mS = −1 state,
as seen in Figure 8. As can be seen from this figure, the experiment now produces a highly-efficient
spin-selected atomic beam, which is required for part of the pre-selection phase of the experiment.
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Figure 8. Distribution of the mS = +1 and mS = 0 spin states of the system along the x-axis. When a
He* beam travels through a permanent hexapole magnet, the mS = −1 spin state is defocused and lost
to the magnet and the vacuum chamber walls. Note: the width of the atom beam is larger here due to
the removal of the collimation region before the S-G magnet for test purposes.

4. Conclusions

The experiment described in this paper is designed to measure the real part of the weak value of
spin for an atomic system. A full simulation of the process has been carried out giving a prediction of
the magnitude of the displacement, Δw. A limit, Lo, has been determined defining the range over which
the first order approximation holds. Furthermore, we have analysed and optimised the experimental
parameters to achieve the largest possible displacement.

We have now been able to sufficiently resolve the spin eigenstates for He* in the x-basis, showing
that our post-selection region is working as intended. The ability to excite other noble gas species to
metastable levels, and sufficiently resolve their angular momentum eigenstates, allows for flexibility
in future experiments. Likewise, part of the pre-selection stage is operational, producing a highly
spin-selected He* beam with the ability to remove the mS = 0 and singlet state atoms easily and
efficiently from the beam line.

The polarisation mechanics are still to be implemented, allowing us to precisely select the spin
vector orientation of the atomic beam, θ. With this, the pre-selection stage is complete. The weak stage
S-G magnet has been built and will shortly be introduced into the system. These two extra components
complete the main regions of theory and will enable the weak value of spin for He* to be measured.

Using the parameters of our experiment, a shift, Δw, of the order of 20μm is predicted, which is
within our experimental resolution. There is also scope to increase Δw by cooling the atomic beam,
thus reducing the velocity of the atoms and by reducing the width of the beam before the weak stage.
These refinements can increase Δw to 20–40 μm. Our experiment is designed to vary the angle θ and
thereby show its relationship with Δw, i.e., tan(θ/2). This means that the weak value can be used to
measure the angle θ when it is initially unknown. It is this feature that will enable us to track the
change of orientation of the spin vector as outlined in Hiley and Van Reeth [21].
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