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Preface

This book grew out of a most gracious invitation by the Institut Jean

Nicod to present the Jean Nicod Lectures in Cognitive Philosophy in

Paris in the spring of 2003. Given the broadly interdisciplinary nature of

the Institut, I thought it would be fun to o¤er a fairly wide-ranging series

of lectures in a somewhat speculative vein. And I seem to have succeeded:

the audiences at the lectures were warm and engaged, and I was delighted

with the lively and useful discussion.

The overarching topic of the book is an exploration of the mental

structures involved in a variety of cognitive domains: language, con-

sciousness, complex action, theory of mind, and social/cultural cognition.

I use the term ‘‘mental structures’’ rather than the more traditional ‘‘men-

tal representations’’ for reasons discussed in chapter 1. The notion of rig-

orously investigating mental structure is familiar from linguistics, but has

had little currency in the rest of cognitive science. Part of my goal is to

demonstrate that even in this age of neuroscience, where the ultimate

goal is understanding the structure of the brain, there is still a lot to be

learned by attempting to describe the more abstract level of mental struc-

ture, where issues of combinatoriality can be addressed in a fashion as yet

impossible in neural terms.

Part I, the first five chapters, is an augmented version of the Jean Nicod

Lectures. Chapter 1 presents an account of what I mean by mental struc-

ture as a formal system, how it is related to brain structure as studied

by neuroscience, and how this relation a¤ects issues such as processing,

learning, and modularity. Chapter 2 summarizes the central arguments

of my books Foundations of Language and Simpler Syntax (the latter in

collaboration with Peter Culicover). It considers why linguistics has be-

come intellectually isolated from the other cognitive sciences (without

most linguists noticing or caring). The conclusion is that although there

are undoubted sociological and historical reasons for this situation, there



are also scientific reasons, growing out of fundamental assumptions about

the architecture of language, inherited without question from the early

days of generative grammar. The chapter sketches the alternative of a

parallel architecture, a conception of the overall structure of language

that is more in tune with contemporary empirical evidence about the rela-

tion among syntax, phonology, and semantics than is the predominant

‘‘syntactocentric’’ approach. The chapter goes on to demonstrate that

the parallel architecture is superior to the classical architecture in the

approach it a¤ords to language processing, to the overall organization of

the brain, and to the evolution of the language capacity.

With a theory of language in hand that answers to larger issues in cog-

nitive neuroscience, we are poised to extend the fundamental questions of

mental structure beyond the language capacity. Chapter 3 updates the

inquiry into consciousness undertaken in my 1987 book Consciousness

and the Computational Mind. It poses a counterpart of the neuroscientific

question of the Neural Correlates of Consciousness: what are the mental

structures that are most closely correlated with the character of experi-

ence? Posing this question in terms of language—the mental faculty

whose structures we understand best—sharpens the criteria for a satisfac-

tory theory of consciousness. It proves easy to reveal fundamental flaws

in most of the influential theories in the literature—theories that are con-

fined to visual perception and hardly address other modalities of experi-

ence. In particular, examining consciousness in terms of mental rather

than (or in addition to) neural structures makes it possible to characterize

the phenomenology in much more precise terms than is possible in other

approaches, and it allows us to state clearly the issues involved in the rela-

tions among language, thought, and awareness.

Chapter 4 was something of a surprise to me. Since topics such as

intention, obligation, and social norms, to be studied in the rest of the

book, are conditions not on beliefs but on actions, I felt it would be im-

portant to understand something about the structure of action. My explo-

rations led to simpler and simpler actions, while still revealing surprising

complexity—much of which had been established previously, especially

by researchers in robotics. What is novel here is the discovery of signifi-

cant parallels between the capacity for complex action and the capacity

for language production. One outcome is a new take on what is special

and what is not special about the language capacity, a hot topic in

the current debates on the biological and evolutionary foundations of

language.
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Chapter 5 deals with a domain that has attracted me for some years:

the mental capacities involved in an individual’s grasp of society and cul-

ture. I have written before on this topic (in Languages of the Mind and

Patterns in the Mind ), but this is my most detailed exposition to date.

The essential idea is that, like language, culture is learned by individuals;

but, like language, it is probably learned by virtue of an innate basis with

evolutionary antecedents. This position, rather far out at the time I began

exploring it, is now very much in the mainstream among evolutionary

psychologists and cognitive anthropologists. What seems still to be new

here is the focus on the formal organization of the abstract concepts

involved in social/cultural knowledge such as group membership, rights

and obligations, values, and reputations, as well as the often peculiar

inferences that invoke these concepts. Thus this focus o¤ers a prospect

for a more rigorous investigation of what it takes to be a socially interact-

ing human being. In particular, it helps to distinguish social competence

per se from such related issues as theory of mind, and to open up the

scope of investigation to a far broader range of phenomena, some of

which reappear in later chapters.

Part II interlocks with part I. It takes up the challenge posed by chapter

5, developing formal analyses of concepts involved in social cognition

and theory of mind. The inquiry is conducted within the overall frame-

work of Conceptual Semantics developed in my books Semantics and

Cognition, Semantic Structures, and Foundations of Language. Concep-

tual Semantics, unlike influential approaches arising from the philosoph-

ical tradition, is intended as a theory of meaning as it is instantiated in the

mind; it thus has rich interactions with cognitive neuroscience and evolu-

tionary psychology. Conceptual Semantics and related approaches, espe-

cially within Cognitive Grammar, have been extraordinarily successful

in stimulating research in spatial cognition. Chapters 6–11 break new

ground in moving to the social domain.

Chapter 6 works out an account of perception verbs such as look and

see, showing that look is in a sense ‘‘objective,’’ but see is ‘‘subjective’’

and takes into account theory of mind. In addition, it shows how this

semantic analysis reflects on the general problem of linking the semantic

arguments of verbs to syntactic positions such as subject and object.

Chapter 7 extends the machinery to a¤ective/evaluative predicates such

as interesting and fascinated. Here again, one focus is the distinction be-

tween ostensibly objective evaluations (e.g. This topic is interesting) and

subjective evaluations (e.g. This topic interests me).

Preface xix



Chapter 8 is concerned with intending and volitional action, and with

the relation of intending to that quintessential propositional attitude,

believing. Like chapters 6 and 7, it shows how the syntactic patterns asso-

ciated with verbs that express attitudes are partly a consequence of the

verbs’ semantics. The chapter also develops a formal characterization of

Dennett’s notion of the ‘‘intentional stance’’ and its relation to theory of

mind, as well as a formal account of joint action and joint intention,

crucial to an account of cooperation.

The topic of chapter 9 is values of all sorts: the value of an action or an

object to an individual, normative values of actions (morality, etiquette,

etc.), the moral worth of an individual, and the esteem in which an indi-

vidual is held. Like the evaluative predicates in chapter 8, values come in

objective and subjective flavors, and chapter 9 explores the consequences

of this distinction, as well as the peculiar logic that links all the di¤erent

sorts of value and helps guide action. Chapter 10 applies this logic of

values to develop a conceptual account of fairness and reciprocation. In

particular, it draws a distinction rarely recognized in the literature be-

tween freely undertaken reciprocation (which includes reciprocal altruism)

and agreed-upon exchange, a joint undertaking with quite a di¤erent

logic. It also shows that reciprocation has strong parallels in the use of

displays of esteem or respect, a category of social action rarely dealt

with in the literature on norms and morality. Chapter 11 turns to rights

and obligations, which form an indispensable basis for social organiza-

tion in every culture: they lie behind promises, contracts, marriages,

laws, and privileges of authority, and their justification and enforcement

create one of the principal motivations for both government and religion.

Chapter 12 wraps matters up with a return to the larger issue of what

makes humans special.

The discussion in chapters 6–12 veers freely between strict linguistic

semantics and more general concerns in consciousness, theory of mind,

theory of action, social cognition, and moral theory. Although I have

tried to make the formal treatment reader-friendly, it is still probably a

challenge. I urge readers nevertheless to stay the course, because issues

of interest to a broader spectrum of readers in cognitive science tend to

emerge at unexpected places in the formal treatment. These generaliza-

tions could not have been discovered in the absence of a suitable formal

framework.

For the most part, the chapters are independent of each other, al-

though chapter 1 is a useful introduction to any of them, and chapter 5

xx Preface



is a useful introduction to part II. On the other hand, connections among

the chapters keep cropping up, especially in part II, and not by accident.

In particular, chapter 7 builds on chapter 6, and chapter 10 builds on

chapter 9. Still, to make this into a fully unified volume would take

many more years of work. I see the book, then, as o¤ering preliminary

snapshots of a territory that I find fascinating, and whose value I hope

to persuade my colleagues to appreciate.
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PART I

The Nicod Lectures





Chapter 1

Mental Structure

1.1 Locating the Study of Mental Structure in Cognitive Neuroscience

This book is concerned with exploring human nature in terms of the

mental structures that play a role in constituting human experience and

human behavior. In order to explain what I mean by ‘‘mental structure,’’

it is useful to situate the term within the more general enterprise of cog-

nitive neuroscience.

The leading question of cognitive neuroscience is how the brain works,

such that it supports or generates cognition—where by ‘‘cognition’’ I

mean an organism’s understanding or grasp of the world, and its ability

to formulate and execute actions in the world. The neuroscience part

of the enterprise includes the study of the physical structure and activity of

the brain at all scales, from the inner workings of neurons to the overall

organization of brain areas. The cognitive part includes characterizing the

functional or computational character of mental activity, as well as the

organism’s phenomenology—how the organism experiences the world. I

will use the term brain in the customary way to describe the physical

body part which accomplishes cognition, and which is the proper domain

of neuroscience. I will use the term mind to denote the brain seen from the

point of view of its functional or computational aspect, and mind/brain

when I wish to be neutral between the two.

An important goal of the enterprise is to figure out how the functional

domain is instantiated in the neural domain—to use a now somewhat

outdated analogy, how the brain’s software runs on the hardware—and

also to figure out how the neural and computational structures support

conscious experience. At the moment, this goal seems far o¤. We know

many details of how brain function is localized and many details of how

individual neurons and small clusters of neurons function. But I think it is

likely to be a long time before we understand how the neurons actually



accomplish anything as complex as, say, language perception or the stor-

age of vocabulary—in detail or even in principle. So the flood of recent

advances in understanding the brain by no means undermines studies of

the mind. Part of the burden of this book is to emphasize the value of

investigating cognition in terms of mental structure.

Cutting across this dimension of the enterprise are developmental

questions, at two scales. First, at the scale of the individual: how do the

brain, mental functioning, and phenomenology develop in the individual

from conception to death? And second, at the scale of evolution: how

do characteristics of the species develop over evolutionary time under

the pressures of natural selection? The latter question adds to the mix the

fascinating issue of interspecies comparison.

Cutting across both these dimensions is how the functions of the mind/

brain divide into capacities or domains or modules or faculties, whatever

you wish to call them. On one hand, there is a ‘‘vertical’’ division more or

less by subject matter: vision, audition, proprioception (the sense of body

position and movement), motor control, language, and so forth. And on

the other hand, cutting across this is a ‘‘horizontal’’ division into, on one

hand, the study of mental structure, and on the other, the kinds of ma-

chinery that process mental structures, such as working memory, long-

term memory, attention, and learning, all of which are involved in each

of the ‘‘vertical’’ capacities. Table 1.1 sums up all the dimensions of the

inquiry.

Of course, we often study an individual cell in this four-dimensional

matrix as though it were isolated—say, the brain localization of some

aspect of visual working memory. However, we should understand that

the essence of the enterprise lies in characterizing the interaction of these

systems.

It is my impression that of all the cognitive sciences, only linguistics has

systematically and explicitly investigated the content of mental structures

that underlie a human capacity. The rest of cognitive neuroscience has for

the most part made do with relatively rudimentary notions of mental

structure, exploring more intensely issues of neural localization and/or

the ‘‘horizontal’’ capacities of working memory, attention, learning, and

the like. Three exceptions: Marr 1982 is the inception of a detailed study

of the mental structures involved in vision (with Biederman 1987 as a re-

lated endeavor); this style of investigation has receded since Marr’s death.

Lerdahl and Jackendo¤ 1983 applies the approach of linguistic theory to

music cognition. Finally, chapter 4 compares language with the capacity

for complex action.

4 Chapter 1



1.2 Mental ‘‘Structure’’ versus Mental ‘‘Representation’’

Since the early days of cognitive science, the term of art for the computa-

tional structures in terms of which the mind operates has been ‘‘mental

representations’’ or ‘‘symbolic representations.’’ The subtitle of this book

deliberately substitutes ‘‘mental structures’’; let me explain why. The

structures that a linguist writes on the page, say syntactic trees, are in-

tended as representations of what is in the mind. However, I would main-

tain that what is in the mind is best not thought of as a representation or

a symbol of anything. The reason is that the words ‘‘representation’’ and

‘‘symbol’’ imply an interpreter or perceiver: it is not just that this repre-

sents or symbolizes that, but implicitly that this represents or symbolizes

that to so-and-so. But a person in whose mind syntactic structures reside

does not perceive them; rather, the person perceives a linguistic utterance

by virtue of having these structures in his or her mind. The only thing

Table 1.1

Ways of studying the mind/brain

Dimension 1

Neuroscience (brain) vs.

Cognitive science (mind/functional properties) vs.

Behavior and phenomenology

—plus relations among the three

Dimension 2

Steady state vs.

Individual development vs.

Evolutionary development

Dimension 3 (‘‘Vertical’’ capacities or ‘‘modules’’)

Vision vs.

Language vs.

Motor control vs.

Abstract thought vs.

. . .

Dimension 4 (‘‘Horizontal’’ division; applies to all ‘‘vertical’’ capacities)

Data structures (mental structures) vs.

Processing capacities

Working memory vs.

Long-term memory vs.

Attention vs.

Learning

Mental Structure 5



that ‘‘perceives’’ syntactic structures is the faculties of mind that process

and store syntactic structures, and in fact the term ‘‘perceive’’ is itself sus-

pect in this context.

If we are to take seriously the relation between mind and brain, this is

the only possible view of mental structures. The neurons deep inside the

brain that are responsible for cognition have no privileged access to

the ‘‘real world’’; they interact only with other neurons. Contact with the

‘‘real world’’ is established only through long chains of connection lead-

ing eventually to sensory and motor neurons. If this is the hardware on

which mental capacities ‘‘run,’’ then mental capacities too are necessarily

limited in their contact with the ‘‘real world.’’ They are sensitive to the

outside environment only insofar as they are connected through func-

tional (or computational) links to the sensory and motor capacities.

In short, I wish to reject all talk of the ‘‘intentionality of mental repre-

sentations,’’ the idea that mental structures are ‘‘about’’ the world in some

direct sense. This goes against the grain of much influential philosophy of

cognitive science (e.g. Searle 1980; Fodor 1987).1 The reader is free to un-

derstand such rejection in either of two ways. The weaker stance is meth-

odological: even if mental structures are ultimately connected directly to

the world by intentionality, there remains the empirical enterprise of char-

acterizing them for their own sake. Taking this stance, we are choosing to

study mental structures as a kind of ‘‘engineering,’’ temporarily leaving

philosophical concerns behind.

The stronger stance is to take the rejection of intentionality as prin-

cipled—to claim that once the mental structures are properly charac-

terized, there will be no need for a supervenient intentionality. Such a

stance fits far more comfortably with the neuroscience. On the other

hand, it depends on a promissory note to the e¤ect that someday all the

problems associated with intentionality will be worked out. But of course

we adopt such promissory notes all the time in science. In particular, any

sort of materialist philosophy of mind (i.e. any sort of modern cognitive

science) takes for granted the promissory note that someday we will be

able to relate all mental processes to brain processes.

1. For extended discussion of why I reject intentionality, see Jackendo¤ 1987,

chap. 7; 1992a, chap. 8; 2002a, chaps. 9, 10. Some of the more confrontational

commentaries on Jackendo¤ 2002a (e.g. Adams 2003; Higginbotham 2003; Gross

2005; Rey 2006) reflect the degree to which intentionality is still taken as a sine

qua non of theories of mental representation.

6 Chapter 1



For the working scientist, the choice between the methodological and

the principled stance rarely a¤ects one’s work one way or the other. As

far as I can see, the main thing that cripples inquiry is to proclaim that

without an account of intentionality, all research on mental function is

pointless, and to demand that intentionality be explained before any fur-

ther work proceeds.

1.3 The Mental Structures of a Simple Sentence

This section presents a very elementary example of linguistic structures as

linguists understand them; the next section briefly discusses the issues that

such structures raise for neuroscience. Section 1.5 sketches an overall view

of the character of the mind in these terms.

So consider someone saying an absolutely simple sentence such as The

little star’s beside a big star. This is quite likely a sentence the speaker has

never uttered or heard before. The speaker has constructed it to suit some

present communicative context, using elements from his or her long-term

memory, in particular the words and the means of putting them together

into sentences (the latter often called ‘‘rules of grammar’’). Linguistic

theory is primarily concerned with how words and the principles for com-

bining them are to be characterized functionally—as mental data struc-

tures, so to speak.

Figure 1.1 (pp. 8–9) shows some of the more prominent aspects of the

structure of the sentence The little star’s beside a big star. These are

aspects on which there is substantial agreement among linguists, whatever

their creed (Chomskyan or not); there are many disagreements about

what further complexity there might be, but there is at least this much.

Let me give a brief tour of this structure. (There is more detail in chapter

2, and especially in Jackendo¤ 2002a, chaps. 1 and 5.)

The upper part of the figure works out the phonological (or sound)

structure of the sentence. The basic pronunciation of the sentence appears

on the line labeled ‘‘segmental structure’’; each of the symbols in this line

stands for a speech sound. There is substantial agreement that segmental

structure is more articulated than this: each speech sound is actually a

composite of phonological distinctive features. Figure 1.2 (p. 10) shows

the decomposition of this level for just the word star; you can imagine

extending this analysis to the rest of the sentence. The distinctive features

capture the dimensions of variation among speech sounds, for instance

the position of the tongue, jaw, lips, and velum, and the presence or ab-

sence of vocal cord vibration.
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Figure 1.1

Structure of The little star’s beside a big star
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Figure 1.1

(continued)
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Next let’s return to figure 1.1. Above the segmental structure is a se-

quence of little tree structures that show how the speech sounds are col-

lected into syllables (notated as s in the trees). Each syllable contains a

syllabic nucleus (N ) and sometimes an onset (O) and coda (C ). The nu-

cleus and coda together form the rhyme (R), the part of the syllable that

is used in determining rhyme, and also the part of the syllable that is rel-

evant for determining stress.

Above the syllabic structure is a metrical grid of xs that marks the

relative stress of the syllables in the sentence: more xs above a syllable

indicate more stress. Thus the word the is relatively unstressed, and the

word big has the maximal stress in the sentence. In turn, the metrical

grid is bracketed into units that represent the prosodic contours of the

utterance—its division into breath groups over which intonational con-

tours are defined. In figure 1.1, the bracketing indicates a division some-

thing like The LITTLE star’s—beside a BIG star. I have not indicated

here the intonation contours themselves; in a tone language such as Man-

darin, there would be additional structure indicating the tones associated

with each syllable.2

So far this is just a structured string of sounds; I’ve said nothing about

the division of the string of sounds into words! This division appears be-

low the segmental structure as another sequence of trees (which for con-

venience are notated upside down), the morphophonology. These trees say

that the sentence has five full phonological words: little, star, beside, big,

and star. Attached to some of them are clitics, corresponding to the, ’s,

2. Influential treatments of intonation contours include Pierrehumbert 1980,

Beckman and Pierrehumbert 1986, and Ladd 1996; for tone languages, see Yip

1995. More generally for phonology, see Goldsmith 1995.

Figure 1.2

Detail of segmental structure of star
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and a. Notice that the syllabic structure and the morphophonology don’t

match up exactly. In particular, the clitic ’s forms part of a syllabic coda

with the last consonant of star.

All this structure so far is phonology. It says nothing about parts of

speech such as nouns and verbs. These categories appear in syntactic

structure, the next major part of figure 1.1. I have notated this as a tree

structure of more or less the familiar sort. There is one important di¤er-

ence: the words the, little, star, and so forth are not notated in the syntac-

tic tree in the conventional fashion. My reason for doing it this way is

developed in detail in chapter 2. For now, the basic point is to segregate

the di¤erent kinds of linguistic features into their proper structures. In

particular, the fact that the word is pronounced star is a fact of phonol-

ogy, not of syntax. All the syntax knows is that it is a noun, indistinguish-

able from every other singular count noun in English (in languages such as

French, Russian, and Hebrew, grammatical gender would also be notated

here).

However, the overall structure must of course indicate that the phono-

logical piece star corresponds to a noun in syntactic structure; this is

notated with the letter subscripts in figure 1.1. For instance, the subscript

e connects the word star in morphophonology with the first noun in the

syntax. Look also at the clitic z next to star, with the subscript f , which

is linked to the inflected verb of the sentence. This little z is thus the pho-

nological encoding of the verb be in present tense, inflected for third per-

son singular—in other words, the contracted form of is.

We’ve still said nothing about what the sentence means. This is the role

of the two structures at the bottom of figure 1.1. The semantic/conceptual

structure is an algebraic encoding of the propositional organization of the

sentence, in function-argument form—a predicate calculus sort of struc-

ture. It’s over this structure that principles of inference, reference, and

truth-conditions can be defined formally. In this particular example, there

is a Situation in the present, which consists of a State of a Thing being in

a Place. The Thing is of the category STAR, it has the property of being

LITTLE, and it is definite (i.e. the speaker takes it to be independently

identifiable by the hearer of the utterance). The Place (where the little

star is) is a region of space that is determined by a spatial relation, BE-

SIDE, in relation to a reference object. In turn, the reference object is

also of the category STAR, it has the property of being BIG, and it is in-

definite—that is, it is an entity new to the discourse. (For a little more

detail, see section 6.1.)
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These pieces of the semantic structure are coindexed with the syntactic

structure (and therefore indirectly with the phonology) by number sub-

scripts. For instance, the syntactic subject of the sentence (the first NP)

has the index 2, which corresponds with the first Thing constituent of the

semantic structure (i.e. the meaning of the phrase the little star). Now

notice one particular curious correspondence: the semantic feature PRES

(present time) has subscript 7, so it corresponds to present tense in syntax,

a feature of the verb’s inflection. But this feature of the verb doesn’t

correspond directly to anything in phonology. Rather, it is swallowed up

as part of the inflected verb, which in turn surfaces as the clitic ’s in

phonology—not even a syllabic coda on its own. Thus the outermost

functional element in meaning, the one that provides the whole frame-

work for the meaning, surfaces as only a tiny part of the tiniest part of

the phonology. This sort of mismatch turns out not to be so unusual in

language.

The semantic/conceptual structure in turn maps in some ill-understood

way into a spatial or visual encoding of the scene that the sentence

describes, so that the sentence can be used to describe a visual scene. I

have notated this crudely as the spatial structure in figure 1.1 (one could

think of this as the ‘‘mental model’’ of the sentence in Johnson-Laird’s

(1983) sense, or alternatively as a visual percept or visual image). Here

the subscripts connect the parts of the visual figure to their corresponding

elements in semantic/conceptual structure. The dashed oval in spatial

structure corresponds to the spatial region expressed as beside the star—

something that is not present in visual phenomenology but is present in

visual understanding. (Of course, in a sentence expressing an abstract

proposition, there will be no corresponding spatial structure.)

This completes our tour of the structure of this ridiculously simple sen-

tence. For more complex sentences like those we use constantly, there will

be much more of the same. I want to emphasize that all this structure rep-

resents a pretty fair consensus among linguists, based on research on

thousands of linguistic phenomena in hundreds of languages of the world.

This research includes not only speakers’ judgments of grammaticality

but also analysis of texts, historical change in languages, experimental

psycholinguistic research on online processing in perception and produc-

tion, the acquisition of language by children and adults, the loss of lan-

guage by aphasics, and so on. I stress the motivation for the analysis

because people outside of linguistics sometimes think that linguists just

make all this up. Nothing could be farther from the truth: it’s the out-

come of rigorous empirical research.
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1.4 Relevance to Neuroscience

But what does this structure mean—or what should it mean—to a neuro-

scientist? Of course, there are no symbols like NP and s running around

in our heads. Rather, I think the proper way to understand figure 1.1 is as

a claim that there are functional equivalents of every element of this struc-

ture in our heads. Because this sentence is being produced or understood

online, the functional equivalents of these structures must be present in

both the speaker’s and the hearer’s working memory. A sentence is not

just a string of words, each of them being a node in a semantic network

or some such. It is a set of three or more correlated structures: phonology,

syntax, semantics, and (sometimes) spatial structure, each of which has its

own particular dimensions of variation, its own repertoire of basic ele-

ments, and its own principles of combination. In producing a sentence,

one must map from a semantic structure (the meaning one wishes to ex-

press), through syntax, to phonology, which leads to the formation of

instructions to the vocal tract. In hearing and understanding a sentence,

one must convert an acoustic signal into phonology, which in turn can

be mapped to syntactic and semantic structures in working memory.3
Language processing cannot go directly from acoustics to meaning or

from meaning to motor control, because the correspondence is deter-

mined by the principles of the language: think again of how the meaning

‘present time’ is related to phonological expression only as a part of the

meaning of the little sound z. And in the course of producing or under-

standing the sentence, the speaker and hearer need all these structures

to be available simultaneously in working memory, as is clear from

the fact that they know which words correspond to which parts of the

meaning.

Naturally, both neuroscientists and linguists would love to know how

these structures are instantiated in neural tissue and neural activity. But

this is not a question that can be answered at present. In particular, even

if we know where a structure is localized in the brain—the sort of infor-

mation that neural imaging can provide—we do not know how the brain

instantiates the structure. I think it is worth emphasizing our extreme ig-

norance here. We don’t have the slightest idea how even the most elemen-

tary units of linguistic structure such as speech sounds can be instantiated

3. This is an oversimplification, of course. It is not as though one hears a whole

sentence, then parses it all syntactically, then decides what it means. Rather, pro-

cessing is incremental and involves feedback. See section 1.5.2.
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